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Summary

A hedonic regression regresses the price of various models of a product (or
service) on the characterigtics that describe the product. The existing economic
theory that justifies a hedonic regression is extremely complex. The present paper
takes a very smple consumer theory approach in order to justify afamily of
functiond formsfor ahedonic regresson. The main smplifying assumption is that
every consumer has the same hedonic utility function, which describes how
consumers evaluate dternative modds with different characteristics. This hedonic
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utility function is assumed to be separable from other goods, which is the second
main Smplifying assumption. The paper dso examines dternative functiona forms
for the hedonic utility function from the viewpoint of their flexibility properties; i.e,
how well they can gpproximate arbitrary functiona forms. The paper notes that
hedonic regressons that regress the model price on alinear function of the
characteristicsis not consistent with the consumer gpproach adopted in the paper.
Findly, the paper compares traditional Satistical agency matched mode!
techniques for dedling with quality change with the hedonic regression gpproach
and indicates under what conditions the two approaches are likely to coincide.

Key Words
Hedonic regression, flexible functiond forms, consumer theory, characteridtics,
qudity change, matched models, consumer price index.
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I ntroduction

1 This paper started out as a comment on Siver and Heravi (2001). This very useful and
interesting paper follows in the tradition started by Silver (1995), who was the first to use scanner
datain a systematic way in order to construct index numbers. In the present paper by Silver and
Heravi, the authors collect an enormous data set on virtudly al sdes of washing machinesin the
U.K. for the 12 months in the year 1998. They use this detailed price and quantity information,
aong with information on the characteristics of each machine, in order to compute various
aggregate monthly price indexes for washing machines, taking into account the problems
associated with the changing quality of washing machines. In particular, the authors consider
three broad types of gpproach to the estimation of quality adjusted prices usng scanner data

the usud time series dummy variable hedonic regression technique that does not make use
of quantity data on sales of models;

matched mode techniques where unit vaues of matched models in each of the two
periods being compared are used as the basic prices to go dong with the quantities sold
in each period (and then ordinary index number theory is used to aggregate up these basic
prices and quantities) and

an exact hedonic approach based on the work of Feenstra (1995).

2. The authors dso used their scanner data base on washing machines in order to replicate
datigtica agency sampling techniques.

3. What | found remarkable about the author’s results s that virtually al™* of their calculated
price indexes showed a very substantia drop in the quality adjusted prices for washing machines
of about 6 % to 10 % over the year. Most of their indexes showed a drop in the aggregate price
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of washing machinesin the 8to 10 % range. In the U.K. Retail Price Index, washing machines
belongs to the eectrical gppliances section, which includes awide variety of gppliances, including
irons, toasters, refrigerators, etc. From January 1998 to December 1998, the dlectrical
appliances RPI component went from 98.6 to 98.0, a drop of 0.6 percentage points. Now it
may be that the non washing machine components of the electrica appliances index increased in
price enough over this period to cancel out the large apparent drop in the price of washing
meachines but | think that thisis somewhat unlikely. Thuswe have a bit of a puzzle: why do
scanner data and hedonic regression studies of price change find, on average, much smaller
increases in price compared to the corresponding officid indexes that include the specific
commodity being studied? One explanation for this puzzle (if it is a puzzle) might run as follows.
At some point in time, the statistical agency initiates a sample of models whose prices are to be
collected until the next sample initiation period. Unless some of these model's disgppear, no other
moddswill be added to the sample. Thus what may be happening is that the market throws up
new models over the period of time between sample initiations. These new models benefit from
technica progress and tend to have lower prices (quality adjusted) than the models that the
datistical agency isfollowing. In theory, the producers of these outmoded modes should drop
their prices to match the new competition but perhaps instead they smply stop producing these
outmoded models, leaving their prices unchanged (or not dropping them enough). However, until
every last modd of these outmoded modds is sold, the statistical agency continues to follow their
price movements, which are no longer representative of the market.® If amodel disappears, there
is the possihility that the replacement modd chosen by the satistical agency isnot linked in at a
low enough quality adjusted price”, since the use of hedonic regressions is not al that widespread
in gatistical agencies. These two factors may help to explain why the hedonic regresson
gpproach tends to give lower rates of price increasein rapidly changing markets compared to the
rates obtained by satistical agencies.

4, Thereis another factor which may help to explain why scanner data studies that use
matched samples obtain lower rates of price increase (or higher rates of price decrease, asin the
case of the washing machines) than those obtained by satistica agencies. Consder thelist of
models at the sampleinitiation period. Some of these moddswill turn out to be “winners’ in the
marketplace: i.e, they offer the most quality adjusted value.” Now, over time, consumers will
buy increasing amounts of these winning models but thisin turn will alow the producers of these
winning modes to lower their prices, Snce thair per unit output fixed costs will be lower asther
markets expand. 1n a scanner data superlative index number computation of the aggregete
market price over al models, these “winner” models that have rapid declinesin price will get a
higher quantity weighting over time, leading to alower overal measure of price change than that
obtained by the statistical agency, snce the agency will be aggregating their sample prices using
fixed weights

5. | do not have any subgtantid criticisms of the Silver and Heravi (2001) paper; | think that
they have done avery finejob indeed.

6. Since | do not have any substantia criticisms of the paper, the question is: what should |
do in the remainder of this comment? What | will do is discuss various methodologica issues that
the authors did not have the space to cover.’
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7. Thusin section 2 below, | revist Sherwin Rosen’s (1974) classic paper on hedonicsin an
attempt to get amuch smpler modd than the one that he derived. In particular, | make enough
amplifying assumptions so that Rosen’s very generdl mode reduces down to the usud time series
dummy variable hedonic regression model used by Silver and Heravi. The assumptionsthet are
required to get this Smple modd are quite restrictive but hopefully, in the future, other researchers
will figure out ways of relaxing some of these assumptions. It should be mentioned thet | take a
traditional consumer demand approach to the problemsinvolved in setting up an econometric
framework for estimati ng| hedonic preferences; i.e., | do not atempt to mode the producer
supply side of the market.® Another major purpose of this section is to indicate why linear
hedonic regresson modd s (where the dependent variable isthe mode price and the time dummy
entersin the regresson in alinear fashion) are unlikely to be consstent with microeconomic
theory.

8. In section 3, we look at the problemsinvolved in choosing a functiond form for the
hedonic regresson. Some of the issues considered in this section are:

A comparison between the three most commonly used functional forms for hedonic

regressons.
How hedonic regression techniques can be used in order to mode the choice of package
sze.

Should we choose flexible functiona forms when undertaking hedonic regressons?
Should we use non parametric functiond forms?

0. Silver and Heravi (2001) noted that there is a connection between matched model
techniques for making quality adjustments and hedonic regression techniques. essentidly, the
hedonic method allows information on non matching observations to be used wheress information
on models that suddenly appear or disappear in the marketplace must be discarded using the
matched mode methodology. Triplett (2001) has dso consdered the connection between the
two gpproaches in an excdlent survey of the hedonic regresson literature. One of the most
interesting results that Triplett derivesis a set of conditions that will cause a hedonic regresson
mode to give the same results as a matched model. In section 4, we generdize this result to
cover amore genera class of regresson models than considered by Triplett and we extend his
results from the two period case to the many period case.

10.  Oneof thefeatures of the Siver and Heravi paper istheir use of sdesinformation on
models aswell asthe usud modd price and characterigtics information that is used in treditiona
hedonic regression exercises. In section 5 below, we look a some of the issuesinvolved in
running hedonic regressons when sales informéation is avallable.

11.  Section 6 provides some comments on Feendtra s (1995) exact hedonic price index
gpproach, which is used by Silver and Heravi. Our tentative concluson isthat it isnot redly
necessary to use Feendra s gpproach if one iswilling to make the smplifying assumptions that we
make in section 2 below.
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12. Findly, section 7 generdizes our hedonic mode presented in section 2 to amore generd
Stuation where completely separate hedonic regressions are run in each period as opposed to
running one greet big hedonic regression over dl periodsin the sample.

Section 8 concludes.

The Theory of Hedonic Price Indexes Revisited

13. Hedonic regresson models pragmatically regress the price of one unit of acommodity (a
“modd” or “box”) on afunction of the characteristics of the model and atime dummy variable.
It is assumed that a sample of model prices can be collected for two or more time periods along
with avector of the associated modd characterigtics. An interesting theoretical question is. can
we provide a microeconomic interpretation for the function of characteritics on the right hand
gde of the regression?

14, Rosen (1974) in his classic paper on hedonics doesthis. However, hIS economic model
turns out to be extremely complex. In this section, we will rework his model®, making two

sgnificant changes

We will assume that every consumer has the same separable subutility function,
f(z,...,2v) thet gives the consumer the subutility Z = f(z) from the purchase of one un|t of
the complex hedonic commodity that has the vector of characteristics z © (zi,...,zw). ™

The subutility thet the consumer gets from consuming Z units of the hedonic commodity is
combined with the consumption of X units of a composite “other” commodity to give the
consumer an overdl utility of u=U'(X,Z) in period t, where U' is the period t “macro”
utility function. Rosen (1974; 38) normalized the price of X to be unity. Wewill not do
this; instead, we will have an explicit period t price,, p', for one unit of the generd
consumption commodity X.

15.  Wedart off by consdering the set of X and Z combinations that can yield the consumer’s
period t utility leve, u. Thisistheset {(X,Z) : U(X,Z) = U}, which of courseis the consumer’s
period t indifference curve over equivaent combinations of the generd consumption commodity X
and the hedonic commodity Z. Now solve the eguation U'(X,2) = U for X asafunction of U and
Z;i.e, wehave"

(1) X =g(u.2).

We will assume that this indifference curve dopes downward and in fact, we will make the
stronger assumption that d is differentiable with respect to Z and

(2) 1d(U,2)MZ < 0.

Let p and P be the prices for one unit of X and Z respectively in period t. The consumer’s
period t expenditure minimization problem may be defined asfollows



CES/AC.49/2001/3
Page 6

(3) minkz {p'X + PZ: X =d(d,2)} = minz {p'd(U,2) + PZ}.
The first order necessary condition for Z to solve (3) is:
(4) p' Td(U.2)/Z +P =0.

Equation (4) can now be rearranged to give the price of the hedonic aggregate P as a function of
the period t utility level U and the price of genera consumption p';

(5) P=- p'1d(U,2)9z>0

where the inequdity follows from assumption (2) above. We now interpret the right hand side of
(5) asthe consumer’s period t willingness to pay price function w'(Z,u,p)):

(6) Wt(ziut’pt) ° - pt ﬂg[(LI[,Z)/ﬂZ

Thus as we travel down the consumer’s period t indifference curve, for each point (indexed by Z)
on this curve, (6) gives us the amount of money the consumer would be willing to pay per unit of
Z in order to stay on the same indifference curve, which isindexed by the utility leve u.

The period t willingness to pay value function v can now be defined as the product of the
quantity of Z consumed times the corresponding per unit willingness to pay price, W(Z,u,p’):

(M V(@ZUp)° ZW(Zup)=- Zp 1921z

where the last equality follows using (6). The function V/ is the counterpart to Rosen’s (1974; 38)
value or bid function; it gives us the amount of money the consumer iswilling to pay in order to
consume Z units.

16.  All of the above agebra has an interpretation that is independent of the hedonic modd; it
issmply an expogtion of how to derive awillingness to pay price and vaue function using a
consumer’ s preferences defined over two commodities. However, we now assume thet the
consumer has a separable subutility function, f(z,...,zv) thet gives the consumer the subutility Z
= f(2) from the purchase of one unit of the complex hedonic commodity*” that has the vector of
characteristicsz© (zi,...,zw). Note that we have assumed that the function f istime invariant.™
We now assume that the consumer’s period t tility functionis U'(X, f(z)). The above dgebraon
willingnessto pay is gl vaid. In particular, our new period t willingness to pay price function,
for aparticular modd with characteristics z = (z,...,z), IS.

(8) W(f@.u.p)° - p 1d(U f@)9z

Our new period t willingness to pay value function (which is the amount of money the
consumer iswilling to pay to have the services of amodd with characteristics vector 2) is

(9) V(f@u.p) ° f(2) W(fU.p) = - f(2) P 1d(U f(@)1Z
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Now suppose that there are K' modds available to the consumer in period t, where modd k sdlls
at the per unit price of P and has the vector of characteristics z © (zi',...,zw) for k = 1,2,...,K".

If the consumer purchases a unit of model k in period t, then we can equate the model price P
to the appropriate willingness to pay vaue defined by (9) where z isreplaced by z'; i.e, the
following equations should hold:

(10) P = - (&) p 19U f@))Z ; t=1,..T:k=1,..K"

17. What isthe meaning of the separability assumption? Suppose the hedonic commodity is
an automobile and suppose that there are only three characteristics: number of seatsin the vehicle,
fuel economy and horsepower. The separability assumption means that the consumer can trade
off these three characterigtics and determine the utility of any auto with any mix of these three
characterigtics independently of his or her other choices of commodities. In particular, the
utility ranking of automobile modes is independent of the number of children the consumer might
have or what the price of gasoline might be. Obvioudy, the separability assumption is not likely to
be exactly satisfied in the real world but in order to make our model tractable, we are forced to
make this somewhat restrictive assumption.

18.  Another aspect of our model needs some further explanation. We are explicitly assuming
that consumers cannot purchase fractional units of each model; they can purchase only a
nonnegative integer amount of each modd; i.e., we are explicitly assuming indivisibilities on the
supply sSde of our modd. Thusin each period, there are only afinite number of modes of the
hedonic commodity available so that while the consumer is assumed to have continuous
preferences over al possible combinations of characterigtics (z,...,zv), in each period, there are
only afinite number of isolated moddsthat are available on the market.

19.  Atthispoint, we further Specialize our model. We assume that every consumer hasthe
same hedonic subutility function® f(z) and consumer i has the following linear indifference curve
macro utility function in period t:

(11) g'u',2)° - dZ+b'u'; t=1,..T;i=1..l

where d and by' are positive congtants. Thus for each period t and each consumer i, the period t
indifference curve between combinations of X and Z is linear, with the constant dope - & being
the same for al consumers.”® However, note that we are alowing this sope to change over time.

Now differentiate (11) with respect to Z and subgtitute this partid derivativeinto (10). The
resulting equations are:*®

(12) P =p'd f(a) ; t=1,.T;k=1,.K"
Now define the aggregate price of one unit of Zin period t as™:
(13 reop'd; t=1,..T

and substitute (13) into (12) in order to obtain our basic system of hedonic equations:™®
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(14) P =r (&) ; t=1.. T k=1..K"

20.  Now al we need to do is pogtulate a functiond form for the hedonic subutility function f
and add a stochastic specification to (14) and we have our basic hedonic regresson model. The
unknown parametersin f dong with the period t hedonic price parametersr « can then be
estimated. ™

21. It is possible to generalize the above mode but get the same model (14) if we replace the
compogite “other” commodity X by h(x), where x is a consumption vector and hiisalinearly
homogeneous, increasing and concave aggregator function. Instead of equations (12), under
these new assumptions, we end up with the following equations:

(15) R = c(p)a f(a) ; t=1,.T: k=1,..K!

where p' is now the vector of prices for the x commoditiesin period t and ¢ is the unit cost or
expenditure function that isdual to h.*° Now redefiner « as c(p')a and we il obtain the basic
system of hedonic equations (14).

22.  Equations (14) have one property that islikely to be present in more complex and
redistic models of consumer choice. This property isthat the model pricesin period t are
homogeneous of degree one in the generd pricelevd p. Thusif p isreplaced by | p' for any |
> 0 (think of asudden hyperinflation where| islarge), then equations (12) and (14) imply thet the
mode prices should become | P«'. Note that this homogeneity property will not hold for the
fallowing additive hedonic model:

(16) P! =+ () ; t=1,.T:k=1,..K.

23.  Thus| would lean towards ruling out running hedonic regressions based on the linear
modd (16) on apriori grounds. Note that hedonic models that take the logarithm of the modd
price P as the dependent variable will tend to be congistent with our basic hedonic equations
(14) wheress linear modds like (16) will not be consstent with the norma linear homogeneity
propertiesimplied by microeconomic theory.

We turn now to a discusson of some of the problemsinvolved in choosing afunctiona form for
the hedonic subutility function f(2).**
Functional Form | ssues

Frequently Used Functional Forms

24.  Thethree most commonly used functiona formsin the hedonic regression literature are
the log-log, the semilog and the linear.”® We consider each in turn.

In the log-log model, the hedonic aggregator function f is defined in terms of its logarithm as
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(17) Inf(z,....2n) © a0+ &n=1" anlnz

where the an are the unknown parameters to be estimated. If we take logarithms of both sides of
(14), use (17) and add error terms ex', we obtain the following hedonic regression model:

(18) INPd =bt+ao+an1" anlnzi' +ed ; t=1..T;k=1,.K

wherep:© Inr¢fort=1,..,T. Inorder to identify all of the parameters, we reguire a
normalization on the by and ao. Typicaly, we st b1 = 0, whichisequivdenttoap' = 1. If we
want to impose linear homogeneity (or constant returns to scale) on the hedonic subutility function
f(2), we can do thisby setting 4n-1° an= 1.

In the semilog model, the logarithm of the hedonic function f(z) is defined as:
(19) Inf(z1,....2n) © @0+ &n=1" anzn.

If we take logarithms of both sides of (14), use (18) and add error terms ex’, we obtain the
following hedonic regresson modd:

(20) INPd = bt + a0+ &n=1 anzek' + e’ ; t=1..T:k=1..K

whereb:© Inr¢fort=1,.,T. Agan,inorder toidentify al of the parameters, we require a
normalization on the b and a0, such asb1 = 0, which is equivaent to ap” = 1.

The semilog modd has adisadvantage compared to the log-log modd: it is not possible to
impose constant returns to scale on the semilog hedonic function f(z).>* However, the semilog
mode has an advantage compared to the log-log modd: the semilog mode can ded with
situations where one or more characteristics z«' are equal to zero wheress the log-log model
cannot. Thisisan important consderation if new characteristics come on to the market during the
sample period.

In the linear modd, the hedonic function f(z) isasmple linear function of the characterigtics
(21) f(z1,.... 20) © @0+ &nt” @nn.

Substituting (21) into (14) and adding the error terms ex', we obtain the following hedonic
regresson mode!:

(22) Pd =r[ao+ &nt" anz] + e t=1..T:k=1..K"\

25.  Agan, in order to identify dl of the parameters, we require a normalization on ther « and
an, suchasr 1 =0, whichisequivdent toap’ = 1. Unfortunately, (22) isanonlinear
regression model whereas the earlier log-log and semilog models were linear regression
models. Congtant returns to scale on the linear hedonic function can be imposed by setting ao =
0. The modd (22) can aso readily ded with the introduction into the marketplace of new
characteristics.
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26. It can be seen that none of the 3 models (18), (20) or (22) totaly dominates the other
two models; each of the 3 models has at |east one advantage over the other two.

27. Due to the nonlinear form of (22), this modd has not been estimated very frequently if at
al. However, the following closdy related modd has been estimated countless times:

(23) P =ri+ao+ant anz + ex; t=1,..T:k=1,.K"\

28.  Aswasindicated in the previous section, the linear modd (23) is unlikely to be congstent
with microeconomic theory and so we cannot recommend its use.

Hedonic Regressions and the Problem of Package Size

29. For many commodities, the price declines as the volume purchased increases. How can
this phenomenon be modeed using the hedonic regression framework?

30. Suppose that the vector of characteristicsz © (z1,...,zN) isascdar sothat N = 1 and the
sngle characterigtic quantity z1 isthe package Sze; i.e,, it is the quantity of a homogeneous
commodity that is contained in the package sold. Inthis casg, it is naturd to take the hedonic
subutility function f(z) to be a continuous monotonically nondecreasing function of one variable
with f(0) = 0. We drop the subscript 1 in what follows.

31. A gmplespecification for f(z) isto let it be a piecewise linear, continuous function or a
linear spline. Inthe case of 3 linear segments, the system of estimating equations (14) would
look like the following system after adding errorsto (14): fort=1,...,T, we have:

(24) P =r a1z +ek |f0£zk £21
—rt[alzl +3.2{Zk Z1}]+ek |fz1 £Z< £z
=rifa1zi +afz - 21} +as{z’ - 2} + e ifz £z

32.  The predetermined package sizes, z and z. , where we switch from one linear segment
to the next, are called break points. The unknown parameters to be estimated arer 1,...,r 7, a1,
azand as. Asusud, not dl of these parameters can be identified so it is necessary to impose a
normdization such asr 1 = 1.

33.  Therearetwo difficulties with the system of estimating equations (24):
Theregression is nonlinear in the unknown parameters.
The estimated coefficients a1, a2 and a 3 should be nonnegative™ If an mmd regresson
yidds anegative a i, then the regression can be rerun, replacing ai by (ai)>.

We turn now to adiscussion of the flexibility properties of an assumed hedonic subutility function
f(2).
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Hexibility Issues

34. In norma consumer demand theory, we usualy ask thet the functiond form for the
consumer’s utility function (or any of its dua representations) be flexible; i.e., we ask that our
assumed functional form be ableto apprOX| mate an arbitrary twice continuoudy differentiable
utility function to the second order.” In the hedonic regression literature, thisr UI rement that the
functiond form for the utility function be flexible has generdly not beenim . For example,
the functiona forms considered in section 3.1 above are only cgpable of providi ng alinear
goproximation rather than a quadratic one. The reason why flexible functiond forms have not
been used in the hedonic literature to a greater extent is probably due to the multicollinearity
problem; i.e, if we attempt to estimate a hedonic subutility function f(z) thet is capable of
providing a second order gpproximation, then it may have too many unknown parametersto be
estimated accurately.”” Nevertheless, it may be useful to consider the costs and benefits of using
dternative flexible functiona formsin the hedonic context.

35. For our firg flexible functiona form for f(z), consder the following translog functional
form,”® which generaizes our earlier log-log hedonic aggregator function defined by (17) above:

(25) Inf(z,...,20) © @0+ &nt' @nNz+ (U2) &i=1" &j=1" aijInzIngz

where the an and the aj; are the unknown parameters to be estimated. 1 we take logarithms of
both sides of (14), use (25) and add error terms ex', we obtain the following translog hedonic
regression model:

(26) INPd = bt + a0+ &n=1" anlnzw' + (1/2) &i=1" 8j=1" aij Inzd' Nz’ + e’ ;
aij=aji;t=1..T;k= :|.,...,Kt

whereb© Inr¢fort=1,..,T. Inorder to identify all of the parameters, we requwea
normalization on the by and ao. Typicaly, we st b1 = 0, whichisequivdenttoap' = 1. If we
want to impose linear homogenelty or congtant returnsto scae) on the hedonlc subutility function
f(z), we can do thisby setting &n-1" an = 1 and imposing the restrictions ;-1 aij =0 fori =
1,..,N. Obvioudly, the trandog model (26) contains the log-log model (18) as a specia case™

36.  Thetrandog hedonic modd (26) has two nice properties.

The right hand side of (26) is linear in the unknown parameters so that linear regresson
techniques can be used in order to estimate the unknown parameters.

Congtant returns to scale can readily be imposed on the trandog hedonic utility function
f(2) without destroying the flexibility of the functiond form.

37.  Theman disadvantage of the trandog hedonic modd isthet like the log-log modd, it
cannot ded with the zero characteristics problem.

38. For our second flexible functiona form, consider the following generdization of the
semilog hedonic utility function (19):
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27) Inf(z,...,28) © @0+ &n=1" anzo + (1/2) &i=1" &j=1" aij 22

where the an and the aj; are the unknown parameters to be estimated. 1f we take logarithms of
both sides of (14), use (27) and add error terms ex', we obtain the following semilog quadratic
hedonic regression model:

(28) INP! = b+ a0+ &nt" anz + (U2) &= &j=1" aij 2k zk' + ex’ ;
t=1,.T;k=1..K'

whereb:© Inr¢fort=1,.,T. Agan,inorder toidentify al of the parameters, we require a
normalization on the b and a0, such asb1 = 0, which is equivaent to ap” = 1.

39.  Thesamilog quadratic mode has a disadvantage compared to the trandog modd: it is
not possible to impose congtant returns to scale on the semilog quadratic hedonic function f(z).
Both modd s share the advantage of being linear in the unknown parameters. However, the
semilog quadratic modd has an advantage compared to the trandog modd : the semilog mode
can dedl with situations where one or more characteristics z«' are equal to zero whereas the
trandog modd cannot. Thisis an important consderation if new characteristics come on to the
market during the sample period.

40. For our third flexible functiond form for the hedonic utility function f(z), consder the
following generalized linear functional form:®

(29) f(z1,..2n) © @0+ &n=a @n (z)Y + (U2) &i=1" &)= & (2)7 (2)"°

where the an and the aj; are the unknown parameters to be estimated. Note that (29)
generdlizes our earlier linear functional form (21).** Subtituting (29) into (14) and adding the
error terms ex’, we obtain the following generalized linear hedonic regression mode!:

(B0) P =rt[ao+ &n=1’ an (qut)ll2 +(1/2) &i=1" 8j=1" aij (Zkt)ll2 (&kt)ﬂz] +ex;
t=1..T:k=1,.,K"

41.  Asusud, in order to identify dl of the parameters, we require anormdization onther ¢,
anand aj suchasr 1 =0, whichisequivalent toa'p’ = 1. Unfortunately, (30) isanonlinear
regression model whereas the earlier trandog and semilog quadratic models were linear
regression models. Congant returns to scae on the generdized linear hedonic function can be
imposed by setting an = 0for n=0,1,...N. Themodd (22) can aso readily ded with the
introduction into the marketplace of new characterigtics.

42.  Aswasthe casein section 3.1 above, none of the three flexible hedonic regression
models presented in this section totally dominates the remaining two models. Models (26) and
(28) have the advantage of being linear regression models wheress (30) is nonlinear. Modd (26)
cannot ded very well with the introduction of new characteristics during the sample period
whereas (28) and (30) can. Constant returnsto scade in characteristics can readily be imposed in
models (26) and (30) whereas thisis not possible with modd (28). Thus each of the three
models has two favorable characteristics and one unfavorable characterigtic.
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Nonparametric Functionad Forms

43. It is possible to address the functiona form problem in a nonparametric manner usng
generalized dummy variable techniques.®

44.  Suppose that there are only two characteristics that are important for the models on the
market during periodst = 1,...,T. Suppose further that there are only | configurations of the first
characteristic and J configurations of the second characteristic during the sample period where |
and J are integers gresater than one® Suppose further that in period t, we have Ki;' observations
that have first characteristic in group i and second characterigtic in group j. Denote the kth
observation in period t in thisi,j grouping as zj' = (zuik', Zzijk). For this configuration of
characterigtics, we define the corresponding hedonic utility as follows:

(31) f(zi) © aij; t=1,.T;i=1..01;j=1,..3; k=1,...Kij.

Let Pj' denote the period t price for observation k that has model characteristics that put it in the
ij grouping of modds. Substituting (31) into (14) and adding the error term eij«' leads to the
fallowing (nonlinear) generalized dummy variable hedonic regression model:

(32) Pik' = raij + eik ; t=1..T:;i=1..1;j=1,..J; k=1,..Kij"

Asusud, not dl of the parametersr¢fort=1,...,T and a;j fori =1,.... andj = 1,....Jcan be
identified and S0 it is necessary to impose a normdization on the parametersliker 1 = 1.

45.  The hedonic regresson modd (32) isnonlinear. However, in this case, we can
reparameterize our theoretical model so that we end up with alinear regresson model. Suppose
thet we take logarithms of both Sdes of (31). Then defining Inajj as gj, we have:

(33) Inf(ziK) © g;; t=1..T;i=1..0;:;j=1..3; k=1..Kj"

Subdtituting (33) into (14) after taking logarithms of both sides of (14) and adding the error term
eijk leadsto thefollowing linear generalized dummy variable hedonic regression mode!:

(34) InPy = be + gj + i’ ; t=1,..T;i=1..0;j=1,.J; k=1,..Kj

wherebt © Inr¢ fort=1,..,T. Asusud, not al of the parametersb: fort = 1,...,T and g; for i =
1..landj=1,..,Jcan beidentified and s0 it is hecessary to impose a normalization on the
parameterslike b1 = 0, which correspondstor 1 = 1.

Which of the two generdized dummy variable hedonic regresson models (32) or (34) is “best”?
Obvioudy, they both have exactly the same economic content but of course, the stochastic
gpecifications for the two models differ. Hence, we would have to look &t the Setistical
properties of the residuals in the two models to determine which is better.* However, without
looking at resduals, the linear regresson modd (34) will be much easier to implement than the
nonlinear modd (32), especidly for large data sets.
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46.  Thelinear generaized dummy variable hedonic regresson models (32) and (34) have two
magor advantages over the traditiond flexible functiond form models listed in section 3.3 above:

The dummy variable models (32) and (34) are completely nonparametric and hence are
much more flexible then traditiond flexible functiona forms.
The dummy variable models can easily accommodate discrete characteristic spaces.

47. However, the dummy variable hedonic regressions dso have some disadvantages.

There can be an enormous number of parametersto estimate, particularly if thereare a
large number of digtinct characteristics.

If we attempt to reduce the number of parameters by having fewer class intervasfor each
characteristic, we will introduce more variance into our estimated coefficients.

Different investigators will choose differing numbers of classfication cdls, i.e, differing
dummy variable hedonic specifications made by different hedonic operators will choose
differing I’'sand J s, leading to alack of reproducibility in the models.35

If j isheld congtant, then the aij and gjj coefficients should increase (or at least not
decrease) asi increasesfrom 1to 1.36 Similarly, if i is held congtant, then the aij and gjj
coefficients should increase (or at least not decrease) asj increasesfrom 1to J. The
regrc. on models (32) and (34) ignore these redtrictions and it may be difficult to impose
them.”*’

48. Neverthdess, | believe that these generdized dummy variable hedonic regression
techniques look very promising. These modds, dong with other nonparametric models, deserve
aserious ook by applied researchers.

Hedonic Regressons and Traditional M ethods for Quality Adjustment

49.  Slver and Heravi (2001) demongtrated how traditiona matched model techniques for
making qudity adjustments can be reinterpreted in the context of hedonic regresson models.
Triplett (2001) and Koskiméki and Vartia (2001; 9) aso have some results dong these lines. In
this section, we review two of Triplett’s results.

50.  Suppose that the hedonic regression equations (14) hold in period t and we want to
compare the quality of mode 1 with that of modd 2. Then it can be seen thet the first two
equationsin (14) imply that the utility of variety 2 rddiveto variety 1is

(35 f(bt)/f(zlt) = [Pzt/ rd/[ Pl = P /P

i.e, the utility or intrindgc vaue to the consumer of modd 2 relative to the utility of modd 1 isjust
the price ratio, P, / P'. Thusin this case, aquality adjustment that falls out of a hedonic
regresson mode is equivalent to a“traditiond” atistical agency quality adjustment technique,
which isto use the observed price ratio of the two commodltles in the same period as an
indicator of the relative qudity of the two commodities.™
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51. In a second example showing how traditiond Statistical agency quality adjustment
techniques can be related to hedonic regressions, Triplett (2001) showed that under certain
conditions, the usua matched mode method for calculating an overal measure of price change
going from one period to the next gus ng geometric means) was identical to the results obtained
using a hedonic regresson model.> We now look a Triplett’s result in a somewhat more generd
framework.

Recal our standard hedonic regresson model equations (14) above. Suppose further that the
logarithm of f(2) isalinear function in J unknown parameters, a 1,...,a J; i.e., we have:

(36) Inf(z) © a1+ &=’ x(z) aj ; t=1,.T;k=1..K

where the functions x(z) are known. Note that we have assumed that xu(z) © 1; i.e., we have
assumed that the functiond form for In f(z) has a congtant term init. Now take logarithms of both
sides of equations (14), substitute (36) into these logged equations and add stochastic terms ex' to
obtain the following system of regression equations:

B INP{=bi+ai+a=2"%&) aj + e t=1..T:k=1,.K

where as usud, we have defined bt © Inr ¢ fort=1,..,T. A normalization if required in order to
identify dl of the parametersin (37). We choose the normaization r 1 = 1, which trandaesinto
the following normdization:

(38) b1 =0.

Using matrix notation, we can write the period t equationsin (37) as

@)y =1b+Xa+e; t=1,..T
wherey © [InPy,...InP«{]¢is aperiod t vector of logarithms of model prices (where ¢denotes the
transpose of the preceding vector), bt is the scalar parameter Inr +, 1' is a column vector consisting
of K' ones, X'isaK' by Jmatrix of exogenous variables, a ° [a1,...,a]¢is acolumn vector of

parameters that determine the hedonic subutility functionand €' © [er',...,ext]¢is acolumn vector
of period t disturbances. Now rewrite the system of equations (39) in stacked form as

(40)y=Wg+e

whereyee [y'...y"], e¢o [e%...e'], gt° [b2 bs,..., bT,a1,...,a]] and the matrix W isa

somewhat complicated matrix which is constructed using the column vectors 1' and the K" by J
matrices X' for t = 1,...,T.%

The vector of least squares estimators for the components of gis

(41) g © (WoN) 'We.

Define the vector of least squares residuas e by
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(42)e° y- Wg =y - W(WN) 'Wy.

It iswell known that the vector of least squares residuas e is orthogond to the columns of W; i.e,
we have:

(43) Wee = Wy - W(WeN) 'We] =Wy - Wy = Or-145¢

where Or-1+3 isavector of zeros of dimension T- 1+J. Now premultiply both Sdesof e© y -
Wg by the transposes of the first T- 1 columns of W. Using (43), we obtain the following
equations.

(44)0=1¢- 1'd'b - 1'¢'a’; t=23..T

whereb: isthe least squares estimator for brand a” © [a1 ,...,as J¢isthe vector of least

quares estimatorsfor a © [azi,...,a3¢ Now column T in W corresponds to the constant term
a1 and henceisavector of ones. Premultiply both Sdes of (42) by this column and using (43),
we obtain the following equation:

(45) 0= 81" 1'¢/ - &2’ 1'd' by - &1’ 1'6K'a’.
Substitute equations (44) into (45) in order to obtain the following equation:
(46) 1'¢/* = 1'¢xa

Noting that 1'dl' = K' (the number of model prices collected in period t), we can rewrite
equations (44) asfollows:

(47) bt = (UK") &k=1"" v - WKH) 1'X'a” ; t=23,..T.

52.  Theb: defined by the right hand side of (47) can be given an interesting mterpretatlon as
an arithmetic average of the vector of quality adjusted period t logarithmic pricesy - X'a”.
However, avery interesting result emerges from using (46) and (47) if we assume that the sample
of mode pricesis matched for al T periods (so that in each period, exactly the same modds are
priced). If the sampleis matched, then ea:h X', matrix is exactly the same (and dl K' equal a
common sample sizeK). If thecommon X' metrlx isthe K by T- 1+J matrix X, then using (46)
and (47) gives us the following formulafor by :

(48) bt = (UK) &k=1" i - (UK) Bkt Vi t=23,..T.

Thusin the matched sample case, taking the exponential of bt asour estimator of r  and
recaling that y' © In R, we have

49) r( © [Okr P/ [Okr P =[Ok (RIPH]Y; 1=23,..T;
i.e., the hedonic regresson gpproach in the matched model case gives exactly the same result for

the overall measure of price change going from period 1 to t as we would get by taking the
geometric mean of the matched model price relatives for the two periods under consideration.
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Triplett indicated that this result was true for the case T = 2 and assuming that f was the log-log
hedonic utility function described in section 3.1 above.

53. | think that the Silver and Heravi (2001) paper and the Triplett (2001) Manud are both
very useful in that they indicate very explicitly thet traditionad matched modd techniques for qudity
adjustment can be quite closdly related to the results of a hedonic regression gpproach. This
correspondence between the two methods should help to demystify hedonic methods to some
extent. Furthermore, as stressed by Silver and Heravi and Triplett, the Satistical advantage in
using the hedonic regression gpproach over the matched model gpproach increases as the lack of
matching increases, i.e., the hedonic technique uses dl of the modd information between the two
periods under consideration whereas the matched model approach can by definition use only the
information on models that are present in the marketplace during both periods.

Hedonic Regressions and the Use of Quantity Weights

54.  Thehedonic regression study by Slver and Heravi (2001) isrelatively unique in that they
not only had data on the prices and characteristics of washing machines sold in the UK in 1998,
they aso had data on the sales of each model. The question that we want to addressin this
section is: how exactly should quantity data be used in a hedonic regression study?

55. Wedart out by consdering avery smple modd where there is only one variety in the
market during period t but we have K price observations, P, on this model during period t, dong
with the corresponding quantity sold at each of these prices, g«'. Under these assumptions, our
basic hedonic regression equations (14) for period t become:

(50) P =rf(@) =rr; k=12,...K

where we can set f(z') = 1, snce dl K transactions are on exactly the same mode.

56. From viewing (50), we seethat r « can be interpreted as some sort of average of the K

period t observed transaction prices, P'. Therelative frequency a which the price B¢’ is
observed in the marketplace during period t can be defined as.

(52) g © g/ &i=" .

The expected value of the discrete distribution of period t pricesis

(53) r¢ © &k=1" o' P = ket g P/ 81" g using (52).

57. Note that the far right hand Sde of (53) isaunit value. Thus quantity data on the sdes
of amodel can be used to form arepresentative average price for the mode in aperiod and
that representative price is an overall sales weighted average price for the mode or aunit vaue™

58. How can we derive the unit value estimator for the representative period t pricer : udng a
hedonic regresson? There are at least two ways of doing this.
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59. Look at equation k in the system of price equations (50). Sincethere are gk’ sdlesat this
price in period t, we could repest the equation P = r anumber of times, gk’ times to be exact.
Let 1« be avector of dimension g'. Then using vector notation, we could write rewrite the
system of equations (50), repeating each price P the appropriate number of times atransaction
took place in period t at that price asfollows:

(54) LP = Lur ¢ k=12..K.

60. Now add error terms to each equation in (54) and calculate the least squares estimator
for the resulting linear regresson. This estimator turns out to be the unit value estimator r
defined by (53).

61.  Thesecond way of deriving the unit value estimator for the representative period t price
r + using a hedonic regresson isto multiply both sdes of equation k in (50) by the square root of
the quantity sold of model k in period t, (g')"’%, and then add an error term, ex'. We obtain the

fallowing system of equations:

(55) (a)*Pd = ()t + e k=12.. K.

62. Note that the left hand Side variables in (55) are known. Now treat (55) asalinear
regression with the unknown parameter r : to be estimated. It can be verified that the least
suares estimator for r ¢ is the unit value esimator r« defined by (53).* Thuswe can usea
weighted least squares hedonic regression as away of obtaining a more representative average
modd price for period t.

63.  Theabove discusson may help to explain why Siver and Heravi (2001) used sdes
welighted hedonic regressons in their regresson modds. The use of quantity weighted
regressions will diminish the influence of unrepresentative prices™ and should lead to a better
measure of centra tendency for the distribution of quaity adjusted modd prices; i.e., the use of
quantity weights should lead to more accurate estimates of ther  parameters in equations (14).

Exact Hedonic I ndexes

64.  Slver and Heravi (2001) spend a congderable amount of effort in evauating two of
Feengtra s (1995) bounds to an exact hedonic index. In section 2, we made some rather strong
amplifying assumptions on the structure of consumer preferences, assumptions that were rather
different than those made by Feendra In this section, we look at the implications of our
assumptions for constructing exact hedonic indexes™

65.  Recal our basic hedonic equations (14) again: P = r ¢ f() fort=1,...Tand k =
1,...K'. Weassume that the price P isthe average price for al the modes of type k sold in
period t and we let gk’ be the number of units sold of modd k in periodt. Recall that the number
of modelsin the marketplace during period t was K.
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66. In this section, we will assume that there are K modelsin the marketplace over dl T
periodsin our sample period. If aparticular mode k isnot sold at al during period t, then we will
assume that P and g’ are both zero. With these conventionsin mind, the total value of
consumer purchases during period t isequd to:

(56) &k=1" Plo = &=t r f@) ok ; t=1,.T.

67.  The hedonic subutility function f has done dl of the hard work in our modd in converting
the utility yielded by modd k in period t into a*“ standard” utility f(z) that is cardindly comparable
across modds. Then for each modd type k, we just multiply by the total number of units sold in
period t, g« in order to obtain the total period t market quantity of the hedonic commodity,
Q: say. Thuswe have™

(57) Qi ° k1" f(@)a'; t=1..T.

68.  The corresponding aggregate price for the hedonic commodity isr«. Thusin our highly
smplified modd, the aggregate exact period t price and quantity for the hedonic commodity is
r+ and Q: defined by (57), which can readily be caculated, provided we have estimated the
parameters in the hedonic regression (14) and provided that we have data on quantities sold
during each period, the oi'.*

69. Once r + and Q; have been determined for t = 1,..., T, then these aggregate price and
quantity estimates for the hedonic commaodity can be combined with the aggregate prices and
quantities of nonhedonic commodities usng norma index number theory.

70.  We conclude this section by discussing one other aspect of the Silver and Heravi paper:
namely, their use of matched model superlative indexes. A matched model price index for
the hedonic commodity between periodst and t+1 is constructed asfollows. Let I(t, t+1) be the
set of moddlsk that are sold in both periodst and t+1. Then the matched model Laspeyres
and Paasche price indexes going from period t to period t+1, P. and Pr respectively, are:

(58) PL'© [&ki i, t+1) P ok ]/[8ki 1 w1y P Ok ;
(59) Pr'© [&ki it t+1) P th+1]/[é ki 1) P th+1].

71, In the above matched model indexes, we compare only models that were sold in both
periods under consideration. Thus we are throwing away some of our price information (on
prices that were present in only one of the two periods). The matched model superlative
Fisher Ideal price index going from period t to t+1is P © [P'P+]"? i.e, it is the square root
of the product of the matched model Laspeyres and Paasche indexes. Now it is possible to
compare the matched model Fisher measure of price change going from period t to t+1, P, to
the corresponding measure of aggregate price change that we could get from our hedonic mode,
whichitr w+1/r . We would hope that these measures of price change would be quite smilar,
particularly if the proportion of matched modelsis high for each period (asit isfor the Slver and
Heravi data). Silver and Heravi (2001) make this comparison for their hedonic modeds and find
that the matched Fisher ends up about 2% lower for their UK washing machine datafor 1998
compared to the hedonic models. 1t seems quite possible that this relatively large discrepancy
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could be due to the fact that the Silver and Heravi hedonic functiond forms are only capable of
providing afirst order gpproximation to arbitrary hedonic preferences wheress the superlative
indexes can provide a second order gpproximation and thus subgtitution effects are bigger for the
superlative matched mode! price indexes.”

72.  Thusanimportant implication of the Siver and Heravi paper emerges. it is not necessary
to undertake a hedonic study if

detailed data on the price and quantity sold of each model are available and
between consecutive periods, the number of new and disgppearing modelsis smdl, so
that maiching isreaively large.

73.  Weturn now to our find topic: adiscussion of the additiond problemsthat occur if we
relax the assumption that the hedonic subuitility function f(z) istime invariant.

Changing Tastes and the Hedonic Utility Function

74.  Severd economists have suggested that there are good reasons why the hedonic utility
function f(z) introduced in section 2 above may depend on timet.*® In this section, we consider
what changes need to be made to our basic hedonic mode outlined in section 2 if we replace our
time invariant hedonic utility function f(z) by one that depends on time, say f'(z).*

75. If we replace our old f(z) in section 2 by f'(z) and make the same other assumptions as
we made there, we find that instead of our old equations (14), we now end up with the following
equations.

(60) P = r i f'(a) ; t=1..T:k=1..K.

76. Up to this point, nothing much has changed from our previous section 2 modd which
assumed atime invariant hedonic subutility function f(z), except that our new subutility function
f'(2) will naturaly have some time dependent parametersin it. However, thereis another mgjor
change that is associated with our new modd (60). Recdl that in the timeinvariant models
discussed in section 3, we required only one normdization on the parameters, liker 1 = 1. Inour
new time dependent framework, we require a normaization on the parametersin (60) for each
period; i.e., we now require T normalizations on the parameters instead of one in order to
identify ther « and the a parameters which characterize f'(z).

77.  Thesmplest way to obtain the required normdizations is to make the hypothesis that the
utility thet a reference model with characteristicsz © (z: ,...,zv ) gives the consumer the same
utility across dl periodsin the sample. If we choose this reference utility level to be unity, then
this hypothesis trandates into the following restrictions on the parameters of f'(2):

61) f(z)=1; t=1,..T.
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Equations (60) and (61) now become our basic system of hedonic regression equations that
replace our old system (14) plusthe normalization r 1 = 1.%°

78. How should we choose the functiona form for '(2)? Obvioudy, there are many
posshilities. However, the smplest possibility (and it isthe one chosen by Siver and Heravi) is
to dlow the an parameters that we defined for various functiona formsin section 3 above to
depend on't; i.e, the an defined in section 3 are replaced by a ' and each period t parameter set
|s estl mated by a hedonic regression that uses only the price and characteritics data for period

! Weleavetothe reader the detalls involved in reworking our old algebrain section 3,
changlng theaninto an and imposing the norméizations (61) in place of our old norméization, r 1
=1.

79. So far, so good. It seemsthat we have greetly generdized our old “ satic” hedonic
mode at virtually no cost. However, thereis ahidden cost. Our new system of regression
equations, (60) and (61), isin general not invariant to the choice of the reference model with
characteristics vector Z . Thusif we choose adifferent reference model with characteristics
vector Z 1 Z and replace the normalizations (61) by

62 f(z)=1; t=1..T.

then in generd, the new estimates for the aggregate hedonic commodity pricesr « will change,
Thus the cogt of assuming atime dependent hedonic utility function is a lack of invariance in the
relative prices of the aggregate hedonic commodity over timeto our utility function normalizations
(61) or (62).

80.  Thislack of invariance in our estimated r + need not be a problem for statistical agencies,
provided that we can agree on a“reasonable’ choice for the reference model thet is
characterized by the characteristics vector z , since the important factor for the agency isto obtain

“reasonable’ and reproducible estimates for the aggregate hedonic commodity prices. Based on
some discussion of this problem in Silver (1999b; 47), a preliminary suggestion is that we take z
to be the sdles weighted average vector of characteristics of models that appeared during the
sample period:

(63) Z © &k=1" &= Ok Z/ Bk Ae=t' O

where we have reverted to the notation used in section 6; i.e,, K isthe totd number of digtinct
modes that we sold in the market over dl T periodsin our sample and ok’ |sthe number of
models that have the vector of characteristics z that were sold in period t.>

81.  Thusoncewe pick functiona forms for the f(z) and add stochastic terms to (60),
equations (60), (61) and definition (63) completely specify our new hedonic regresson
framework. Of course, we still recommend that quantity weights (if available) be used in the
econometric estimation for reasons explained in section 5 above; recdl equations (55) above.

82. However, if the number of time periodsin our sample T islarge, then there is a danger
that the overd| characterigtics vector z defined by (63) may not be very representative for any
one or two consecutive periods. Thus we now suggest a different method of normalizing or
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meaking comparable the time dependent hedonic utility functions f'(2) that will dedl with thislack of
representativity problem. For each time period t, define 2™ to be the sales weighted average
vector of characterlstlcs of modelsthat appeared during period t:

(64) Z° 0 8k=1" O Z/ Akt ; t=1,...T.

Recall our basic hedonic regression equations (60), P’ = r « (). Now make the following
normdizaions.

65)ri=1; t=1,..,T.
Assuming that the parameters of the period t hedonic utili |ty funct| onsf'(z) have been estimated,

we can now define the period t to t+1 Laspeyres, Paasche™ and Fisher type hedonic price
indexes respectively asfollows.

(66) P o ) (Z) ; t=1,.T-1;
(67) Po"to (2 )/f‘(zt+1 t=1,.T-1;
(68) P tt+l o [P tt+1 tt+1]1/ t= . ,T

83.  TheFisher type hedonic priceindex is our preferred index. It can be seen thet the

L aspeyres and Paasche indexes defined by (66) and (67) can be quite closaly related to
Feendtra s upper and lower bounding indexes to his true index (and this superlative exact hedonic
methodology is used by Silver and Heravi (2001)), depending on what functional form for f' is
chosen.

84. Once the parameters that characterize the time dependent hedonic utility functions f‘(z)
have been estimated along with the associated aggregate period t hedonic commodlty pricesr ¢,
then we can define period t aggregate demand for the hedonic commodity by:>

(69) Qi° &k=1"f'(2)q ; t=1..T.

85.  Theabove modd isour suggested direct method for forming exact aggregate period t
prices and quantities, r + and Q;, for the hedonic commodity.

86. It is possible to use the outputs of hedonic regressions in another more indirect way,
aong with norma index number theory, in order to condtruct aggregeate prlce and quantity indexes
for the hedonic commodity.”® Recall equations (58) and (59) in the previous section, which
defined the matched model Laspeyres and Paasche price indexes over hedonic modds going
from period t to t+1. The problem with these indexes is that they throw away information on
models that are sold in only one of the two periods under consderation. One way of us ng thls
discarded information is to use the hedonic regressionsin order to impute the missing prices.”’

87.  Supposethat modd k was either unavailable or not sold in period t (so that o' = 0) but
that it was sold dun ng period t+1 (so that P** and g™ are positive). The problem isthat we
have no price R for this model in period t when it was not sold. However, for period t+1, our

hedonic regresson equation for this modd is the following equation (neglecting the error termy:
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(70) B = 1 waf ™ (@).

88. Now we can use the estimated period t+1 hedonic utility function f** and the estimated
period t aggregete price for the hedonic commodity, r +, in order to define an imputed price for
model kin period t asfollows

(71) Pkt* o rtft+1(zk2
=1 ¢ [P ] using (70)
=[re/rwi] RS

89.  Thustheimputed price for modd k in period t, A", is equal to the observed model k
pricein period t+1, P, times the reciprocal of the estimated rate of overal changein the price
of the hedonic commodity going from period t to t+1, [r « /r ¢+1].

90.  Now suppose that model k sold in period t (so that P and g« are positive) but that
model k either disappeared or was not sold in period t+1 (so that g« is 0). The problem isthat
we have no price P for this model in period t+1 when it was not sold. However, for period t,
our hedonic regresson equation for mode k is the following equation (neglecting the error term):

(72) P = r f'(2).

91. Now we can use the estimated period t hedonic utility function f and the estimated period
t+1 aggregate price for the hedonic commodity, r ++1, in order to define an imputed price for
model kin period t+1 asfollows:

(73) P 0 1 yafi(2)
=1 w1 [Pdr ] using (72)
=[rwi/rd P

92.  Thustheimputed price for modd k in period t+1, P, is equal to the observed model k
pricein period t, P, times the estimated rate of overall changein the price of the hedonic
commodity going from period t to t+1, [r w1 /r .%

93. Now we can use the imputed prices defined by (71) and (73) in order to obtain price and
quantity information on all models that were present in one or both of periodst and t+1 and
hence we can caculate the following compl etely matched Laspeyres and Paasche price
indexes:

(74) P o [&k=" P ok /[&ker” P o]
(75) P o [&k=1 P g Ak P o™

where we use the imputed price P defined by (71) in place of the missing R if g’ = 0 but g™ is
positive and we use the imputed price R defined by (73) in place of the missing A" if g™ =0
but o' is positive™ Comparing our new Laspeyres and Paasche price indexes defined by (74)
and (75) to our old matched modd Laspeyres and Paasche price indexes defined by (58) and
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(59), it can be seen that our new indexes do not throw away any relevant price and quantity
information and hence can be expected to be more “accurate’ in some sense.

Conclusion

94. A number of tentative conclusions can be drawn from the Silver and Heravi (2001) paper
and this discussion of it:

Traditiona superlative index number techniques that aggregate up model data based on
matched models can give more or less the same answer as a hedonic approach, provided
that the amount of matching isrdatively large.

Linear hedonic regressons are difficult to justify on theoretical grounds (at least based on
our highly smplified approach to hedonic regressons) and hence should be avoided if
possible.

If completely unconstrained hedonic regressions are run on the data of each period, then
care should be taken in the choice of areference model that allows us to compare the
utility of the hedonic commodity across periods. In particular, the estimates of aggregate
price change in the hedonic commodity will in generd not be invariant to the choice of the

reference modd.
The use of quantity weights in hedonic regresson models is strongly recommended if
possible.

Under certain conditions, if models are matched in each period, then the hedonic
regression approach will give exactly the same answer as atraditiona datistica agency
gpproach to the calculation of an dementary index.

We have not achieved a consensus on exactly what the “best practice” hedonic
regression specification should be but flexible functiona form congderations should
probably be afactor in the discussion of this problem.
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NOTES

! The one exception was a unit value index which was the average price over al washing
meachines with no adjusments for the changing mix of machines. This qudity unadjusted index
showed a drop of only one percent over the year. It is particularly interesting that Feensta's
(1995) exact hedonic gpproach gave much the same answers as the other approaches.

?See Diewert (1998) for areview of the scanner data studies up to that point in time.

% If this hypothesis is true, older models should have atendency to have positive residuasin
hedonic regressons. Berndt, Griliches and Rappaport (1995; 264), Kokaoski, Moulton and
Zieschang (1999; 155) and Koskiméki and Vartia (2001; 4) find evidence to support this
hypothesis for desktop computers, fresh vegetables and computers respectively.

* Also when amodel disappears, typically statistical agencies ask their price collectors to look for
the modd that isthe closest subdtitute to the obsolete modd, which means that the closest model
is aso approaching obsolescence.

® These models should have negative residuals at the sample initiation period in a hedonic
regresson.

® This point is made by Berndt and Rappaport (2001). However, it isinteresting that both Silver
and Heravi and Berndt, Griliches and Rappaport (1995) find that this weighting bias was
relatively low in their washing machine and computer studies where they compared matched
model superlative indexes with the results of unweighted hedonic regressions. Berndt, Griliches
and Rappaport (1995) found this weighting bias for computers to be around 0.7 percentage

points per year.

"1 should mention that many of the methodology questions are discussed more fully ina
companion paper that deals with televison setsin the UK rather than washing machines; see
Silver (1999b).

® Thus| am following Muellbauer’ s (1974; 977) example where he says that his“approach is
unashamedly one-sided; only the demand side istreated. ... Its subject matter istherefore rather
different from that of the recent paper by Sherwin Rosen. The supply sde and the smultaneity
problems which may arise are ignored.”

® We used Rosen's notation which was somewhat different than that used by Silver and Heravi.

1% We do not assume that &l possible models exist in the marketplace. In fact, we will assume
that only afinite set of models exist in each period. However, we do assume that the consumer
has preferences over dl possible modds, where each modd isindexed by its vector of
characteridtics, z = (z,...,2v). Thus each consumer will prefer a potential modd with
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characteristics vector Z' = (z1',...,zn") over another potential model with the characteristics vector
7 = (z°,...,.zv) if and only if f(Z) > f(2).

1 1f the period t indifference curve intersects both axes, then ¢(U,Z) will only be defined for a
range of nonnegative Z up to an upper bound.

2 1f aconsumer purchases say two units of amodel at price P that has characterigtics zi, ..., z,
then we can mode this Stuation by introducing an artificid modd that sells a price 2P and has
characteristics 2z,...,2zv. Thusthe hedonic surface, Z = f(z) consgts of only the most efficient
moddsincluding the artificid models.

3 \We do not assume that f(2) is a quasiconcave or concave function of z. In normal consumer
demand theory, f(z) can be assumed to be quasiconcave without |oss of generdity because linear
budget congraints and the assumption of perfect divishility will imply thet “effective’ indifference
curves enclose convex sets. However, as Rosen (1974; 37-38) points out, in the case of hedonic
commodities, the various characterigtics cannot be untied. Moreover, perfect divishility cannot
be assumed and not dl possible combinations of characteristics will be available on the
marketplace. Thus the usua assumptions made in “norma” consumer demand theory are not
satisfied in the hedonic context. Note aso that while we placed a smoothness assumption on the
meacro functions d(u,Z) (the existence of the partia derivative §d(u,2)/9Z), we do not place any
smoothness redtrictions on the hedonic subutility function f(2).

“ The sameness assumption is very strong and needs some justification. This assumption is
entirely analogous to the assumption that consumers have the same homothetic preferences over
say food. Although this assumption is not justified for some purposes, for the purpose of
congtructing a price index for food, it suffices snce we are mostly interested in capturing the
subgtitution effects in the aggregate price of food as the relative prices of food components vary.
Inagmilar fashion, we are interested in determining how the “average’ consumer vaues afaster
computer speed against more memory; i.e., we are primarily interested in hedonic substitution
effects.

> \We do not require alinear indifference curve globally but only locally over acertain range of
purchases. Alternatively, we can view the linear indifference curve as providing afirst order
aoproximation to a nonlinear indifference curve.

1® Comparing (12) with (10), it can be seen that the Smplifying assumptions (11) enabled usto
get rid of the terms g/(u',f(z"))/91Z, which depend on individua consumer indifference curves
between the hedonic commodity and other commodities. If we had individua household data on
the consumption of hedonic and other commaodiities, then we could use norma consumer demand
techniques in order to estimate the parameters that characterized these indifference curves.

" \We have switched to subscripts from superscripts in keeping with the conventions for
parametersin regresson models; i.e., the constantsr + will be regression parametersin what
follows. Note aso thet r ¢ is the product of the price of the “other” commodity p' times the period
t dope parameter &. We need to alow this slope parameter to change over time in order to be



CES/AC.49/2001/3
Page 27

able to modd the demand for high technology hedonic commodities, which have been fdling in
price relative to “other” commodities; i.e., we think of a as decreasing over time for high
technology commodities.

'8 Our basic model ends up being very similar to one of Muellbauer’s (1974; 988-989) hedonic
models; seein particular his equation (32).

1t is possible to rework the above theory and give it a producer theory interpretation. The
counterpart to the expenditure minimization problem (3) is now the following profit maximization
problem: maxx.z {P'Z - WX : X = d(k',Z)} where Z is hedonic output and P isaperiod t price
for one unit of the hedonic output, W is the period t price of avariable input and X is the quantity
used of it, k' isthe period t quantity of afixed factor (capita say) and d isthe firm’s factor
requirements function. Assuming that Z = f(z), we end up with the following producer theory
counterpart to (10): P = f(z")1d (k',f(z))/1Z. The counterpart to assumption (11) isfor firmi,
g'(k',2) © aZ - bi'k:" and the counterpart to (12) becomes P = w'af(z'). However, the
producer theory model assumptions are not as plausible as the corresponding consumer theory
modd assumptions. In particular, it isnot very likely that each producer will have the same
period t aggregate price for aunit of variable input w and it is not very likely that each firm
producing in the hedonic market will have the same technology parameter d. But the key
assumption that will not generdly be stisfied in the producer context isthat each producer is
able to produce the entire array of hedonic models wheress, in the consumer context, it is
quite plausible that each consumer has the possibility of purchasing and consuming each modd.

? Definecasc(p) © min {p"- x : h(x) = 1} wherep'. x denotes the inner product between the
vectors p and X.

?! Our discussion draws heavily on Triplett (2001) and Berndt (1991; Chapter 4).

% See Berndt (1991; Chapter 4) for historical referencesto the early use of these functional
forms.

%3 For some purposss, it is convenient to alow the hedonic utility function to be the type of utility
function that is assumed in index number theory, where usudly it is assumed that the utility function
is homogeneous of degree one, increasing and concave. For example, if we want to use the
hedonic framework to modd tied purchases (i.e., two commodities are sold together at asingle
price), then the hedonic utility function becomes an ordinary utility function, f(z,z2), where z and
2 are the quantities of the two commoditiesthat arein the tied package. In thisStuation, it may
be reasonable to assume that f is homogeneous of degree one in which case, the price of a
package consisting of z and z unit of the two commoditiesis ¢(pz,p2)f(z,22) where c(py,p2) ©
minzs{p1z1 + p2z : f(z1,22) = 1} isthe unit cogt function which isdud to the utility function f.
There are many other gpplications where it would be useful to dlow f to be alinearly
homogeneous function.

? Pakes (2001) argues that we should not expect our hedonic regression estimates to satisfy
monotonicity restrictions based on the strategic behavior of firms as they introduce new models.
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However, for credibility reasons, it is likely that Satistical agencies will want to impose
monotonicity redrictions.

% See Diewert (1974; 127-133) (1993; 158-164) for examples of flexible functional forms.

?® An exception to this statement is the recent paper by Yu (2001). His discussion is similar to
our discussion in many respects and is more generd in some respects.

%" The situation in normal consumer demand theory can be more favorable to the accurate
edtimation of flexible functiond forms because we will have an entire system of estimating
equations in the norma context. Thusif there are N commodities and price and quantity
observations for T periods on H households, we will have H(N- 1)T degrees of freedom to work
with in the usud systems gpproach to esti matinTg consumer preferences.  In the hedonic
regression framework, we have K™ +K?+...+K " or roughly KT degrees of freedom, whereK is
the average number of models in each period.

?® See Christensen, Jorgenson and Lau (1975).

? In view of our discussion in section 2 above, the trandlog f(z) does not have to satisfy any
curvature conditions.

% See Diewert (1971).
3 Lettheanand ajj for it j al equal 0in (29) and we obtain (21).

% The materia that we are going to present in this section is essentially equivaent to what
datigticians cal an analyss of variance modd (atwo way layout with interaction terms); see
Chapter 4 in Scheffé (1959).

% Alternatively, we group observations o that al models having a quantity z of the first
characteristic between O and z' arein group 1, al models having a quantity z: of the first
characteristic between z and z arein group 2,..., and al models having a quantity z of the first
characteristic between z.1 and z~ arein group |. We do asimilar grouping of the models for the
second characterigtic. Thus any mode k in each period falsinto one of 1J discrete groupings of
models.

¥ Thereis another consideration involved in choos ng between (32) and (34). The parameters
that we are most interested in are ther +, not their logarithms, the br. However, as Berndt (1991,
127) noted, “explaining variations in the natura logarithm of priceis not the same as explaining
vaiaionsin price’. Thus Silver and Heravi (2001) and Triplett (2001) both note that the antilog
of the least squares estimator for bt will not be an unbiased estimator of r + under the usual
stochastic specification and they cite Goldberger (1968) for amethod of correcting this bias.
Koskiméki and Vartia (2001; 15) aso ded with this problem. These considerations would lead
oneto favor estimating (32) rather than (34).
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* The reproducihility issue is very important for statistica agencies.

% We follow the usua convention that individua characteristics are defined in such away that a
larger quantity of any characterigtic yields alarger utility to the consumer.

%" Note that there are comparable monotonicity restrictions that the continuous hedonic models
listed in sections 3.1 and 3.3 should aso satisfy and it will be difficult to impose these conditions
for these models as well.

% We areignoring the error terms in the hedonic regressions in making this argumen.

¥ Koskimaki and Vartia (2001; 9) state asimilar more generdl result, which is very similar to the
result that we obtain below.

“ Note that we used the normalization (38) in order to eliminate the parameter b1 from the
parameter vector g.

*! One could think of other ways of weighting the prlces P¢. For example, we could use the
expendlture share for al moddls sold at the prlce P during period t equal to &' © Plak' / &i=1"
P'gi fork =1,...K asawelghtl ng factor for P'. The representative period t average price using
these weights becomes r t,° ak 1 slP. Notethat if we divide this price into the val ue of
penod t tran&actlons &i=1 Pq, we obtain the corresponding quantity estimator, [&i=1" P'g']*/
&k=1" [PJ°qK', which is not essy to interpret. On the other hand, if we divide the unit value
esti mator of aggregate period t price, r ¢+ defined by (53), into the value of perlod t transactlons,
&i=1" P'g, we obtain the smple sum of quantities transacted during period t, &k=1" oK', asthe
corresponding quantity estimator. The use of unit values to aggregate over transactions pertaining
to a homogeneous commodity within a period to obtain a Single representative price and quantity
for the period under consideration was advocated by Walsh (1901; 96) (1921, 88), Davies
(1924; 187) and Diewert (1995; 20-24).

* Berndt (1991; 127) presents asimilar econometric argument justifying the weighted least
squares modd (54) in terms of amodd involving heteroskedastic variances for the untransformed
modd.

* Griliches (1961) (1971; 5) made this observation many years ago.

* Our assumptions are aso quite different from those made by Fixler and Zieschang (1992) who
took yet another gpproach to the construction of exact hedonic indexes.

* Thisis a counterpart to the quantity index defined by Muellbauer (1974; 988) in one of his
hedonic models, see his equation (30). Of course, tregting r + as aprice for the hedonic
commodity quantity aggregate defined by (57) can be judtified by gppeding to Hicks (1946;
312-313) Aggregation Theorem, since the modd prices R = r« f(z) al have the common factor
of proportiondity, r .
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| we have data for the gk, then it is best to run sales weighted regressions as was discussed in
the previous section. If we do not have complete market data on individua model sales but we
do have totd salesin each period, then we can run the hedonic regresson mode (14) using a
sample of mode prices and then divide period t sdes by our etimated r « parameter in order to
obtain an estimator for Q.

" In favor of thisinterpretation is the fact that the matched model Laspeyres index was roughly
the same as the hedonic indexes computed by Siver and Heravi. However, there are other
factors at work and this “explanation” may well be incomplete.

*® More precisdly, Silver (1999a) and Pakes (2001) make very strong arguments (based on
indugtrid organization theory) that the hedonic regresson coefficients that are estimated usng
period t data should depend on t. Griliches (1961) aso argued that the hedonic regression
coefficients were unlikely to be constant over periods.

*° Before we proceed to our genera discussion of time dependent hedonic aggregator functions
f'(2), we note asmple method originaly due to Court (1939) and Griliches (1961) for alowing
for time dependence that does not require any new methodology: Smply use the previoustime
independent methodology but restrict the regression to two consecutive periods. Thiswill give us
ameasure of overdl price change for the hedonic commodity going from period t to t+1 say.
Then run another hedonic regresson using only the data for periods t+1 and t+2, which will give
us ameasure of price change going from period t+1 to t+2. And so on.

%1 we define the imputed price of the reference mode in period t as P, it can be seen using
(60) and (61) that P~ = fort=1,...T. Now in actua practice, when unrestricted period t
hedonic regressons are run in isolation, researchers omit the time dummy and just regress say In
P on Inf(z) where the right hand side regression variables have a constant term. Then the
researcher estimates the period t aggregate price of the hedonic commodity asr "o f(z) where
z isaconveniently chosen vector of reference characteristics. This procedure is equivaent to our
time dummy procedure using the normalizations (61).

*|f quantity sales data are available, then we recommend the weighted regression approach
explained in section 5; recal equations (55). Also, in this case, if models are sold a more than
one price in any given period, then we could weight each distinct price by its sales a that price or
simply aggregate over sales of the specific modd k in period t and let P be the unit value price
over dl of these sdes. In what follows, we assume that the second aternative is chosen.

* If quantity information on sales of models, o', is not available, then define Z as an unweighted
arithmetic mean of the z.

>3 Berndt, Griliches and Rappaport (1995; 262-263) and Berndt and Rappaport (2001) define the
Laspeyres and Paasche type hedonic indexes in thisway. However, the basic idea dates back to
Griliches (1971; 59) and Dhrymes (1971; 111-112). Notethat (66) and (67) break down if the
vector of characteridticsin period t istotally different from the vector of characteristicsin period
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t+1. Similarly, problems can arise if some characteristics are zero in one period and nonzero in
another period; recall the log of zero problem discussed in section 3 above.

> 1n our second method where we set the r + equa to unity, definer 1 = 1 and r w1 = r Pe" for t

=1,2,...,T- 1 where the Fisher type hedonic chain index P="""* is defined by (68). In this second
method, once the aggregate pricesr « have been determined, we obtain the aggregate quantities

Q: asthe deflated values, &1 Pdac / r ¢, rather than using equations (69).

> |f quantity weights are not available, then we cannot compute Q..

% See Moulton (1996; 170) for an exposition of these methods.

>" See Armknecht and Maitland-Smith (1999) for anice review of imputation methods.

> | believe that the gpproach outlined here is consistent with the approach used by Silver and
Heravi to generate imputed prices for missng modes. Triplett (2001) outlines other gpproaches.

> Obvioudly, if both g’ and gx"** are zero, then we do not require estimators for the missing
prices P and P** in order to compute the Laspeyres and Paasche indexes defined by (74) and
(75).
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