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Policy recommendations

Avoidable algorithmic bias

1. Maximize the diversity of AI systems’ training data to 
accurately represent diverse populations.

2. Maximize algorithmic transparency to allow inspection 
of decision-making processes. 

3. Perform routine audits of AI systems to detect and 
address biases, with the outcomes publicly disclosed 
to ensure accountability.

4. Ensure that inclusive AI development teams 
incorporate diverse viewpoints when designing AI 
systems.

Unavoidable algorithmic bias

5. Ensure stakeholders are fully informed about AI 
systems’ inherent limitations, including any existing 
unavoidable bias and the steps to mitigate it.

6. Establish policy frameworks that explain acceptable 
trade-off s and decision-making criteria when bias is 
unavoidable.

7. Establish independent ethical oversight committees to 
evaluate and authorize AI systems in critical situations, 
ensuring that unavoidable bias is addressed ethically.

8. Continuously monitor and improve AI algorithms to 
align with evolving cultural norms.



www.unu.edu2

 TECHNOLOGYBRIEF  |  No. 4, FEBRUARY 2024

Introduction

Algorithmic bias has become a significant issue in the fast-
growing field of artificial intelligence (AI) and machine 
learning.1, 2 Even when it is unintentional, algorithmic bias can 
appear in several ways, resulting in discriminatory outcomes 
that unjustly disadvantage particular individuals and groups. 

Understanding the distinction between avoidable and 
unavoidable algorithmic bias will become increasingly 
important for policymakers, developers and consumers as 
they navigate the evolving relationship between technology 
and ethical norms. Interestingly, studies suggest that people 
are currently less troubled by algorithmic bias than by human 
bias, but this attitude may change over time.3

Avoidable algorithmic biases are tendencies that can be 
reduced through meticulous system design, data analysis and 
inclusive development.4 Avoidable biases can be caused by 
skewed data sets, faulty algorithmic design and negligence in 
the development process. Addressing these biases requires 
a proactive strategy that emphasizes diversity, openness and 
continual oversight in deploying AI systems.

Unavoidable algorithmic bias, in contrast, refers to bias that 
is difficult to eliminate due to conflicting fairness principles, 
the complexity of the data or the limitations of current AI 
technology. These biases result in complex ethical and 
practical difficulties, requiring a careful equilibrium between 
conflicting interests and acknowledging that a certain degree 
of bias may endure despite earnest attempts.

Addressing algorithmic bias, whether avoidable or 
unavoidable, is both a technical problem and a societal 
obligation. Policymakers, engineers, ethicists and society 
must work together to ensure that AI systems possess 
intelligence, efficiency and fairness. At this pivotal moment in 
technological advancement, our policy decisions can shape 
the long-term impact of AI on our societies.

Causes of avoidable algorithmic bias

Algorithmic biases will become increasingly significant as 
decision-making processes become more automated.5, 6 These 
biases arise from limited data collection, assumptions during 
algorithm design and insufficient consideration of how diverse 
groups may be treated by an algorithm.7 

For example, if an AI system is trained using historical hiring data 
that mirror previous discriminatory practices, the system may 
perpetuate similar prejudices by favouring specific demographic 
groups and discriminating against others. As AI becomes more 

prevalent in different aspects of society, it is crucial to identify 
and remove algorithmic biases that can be avoided to promote 
trust, justice and equality in automated systems. 

Strategies for avoiding bias

A proactive strategy that focuses on transparency, diversity 
and ongoing monitoring is necessary to address avoidable 
algorithmic bias.8 First and foremost, it is essential to 
ensure that the data utilized for training AI systems are  
comprehensive, diverse and include all relevant demographic 
segments. Design teams should be multidisciplinary —
composed of ethicists, sociologists, and domain specialists 
that can offer a range of perspectives and aid in the early 
detection of potential biases.  

Ensuring transparency of AI algorithms is also crucial. 
By making the decision-making processes of AI systems 
accessible and explainable, biases may be identified and 
resolved. However, a technologic breakthrough may be 
required to solve the accuracy versus transparency dilemma, 
wherein — under current AI systems — the more accurate an 
algorithm is, the less transparent it is (and vice-versa).9

Periodic audits and updates of AI systems are also vital to 
consistently monitor for biases and prejudice. It is essential 
to have a robust legal and ethical framework that establishes 
explicit norms and principles for the development and 
implementation of AI. By cultivating a culture that prioritizes 
accountability and inclusiveness, we may effectively leverage 
the advantages of AI technologies while substantially 
mitigating the potential risks of preventable algorithmic bias.

Not all bias can be eliminated

Some level of algorithmic bias is inherent in the interplay 
of data, AI technology and human behaviour, so it cannot 
be eradicated entirely; at best, it can be minimized.10 The 
enduring nature of some biases can be attributed to the 
manifestation of societal prejudices in historical data, 
from which AI systems acquire knowledge, unintentionally 
reinforcing preexisting biases. As noted above, significant 
progress can be made through data curation, transparent 
algorithmic design and ongoing monitoring, but the only 
realistic objective is to reduce the extent of bias, rather than 
eliminate it.
 
Acknowledging this constraint is essential for promoting a 
more responsible and conscientious approach to AI systems. 
The emphasis should be on continuous improvement and the 
diligent reduction of bias, while recognizing that it is usually 
not possible to achieve fully unbiased algorithms.
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Dealing with unavoidable algorithmic bias

While some algorithmic bias can be avoided, a level of residual 
bias will be unavoidable due to competing moral frameworks 
and the deeply rooted structures of our cultural and technical 
systems. These inherent biases arise from the complexities 
of social phenomena, the diversified concept of justice, 
and always-evolving societal norms. The idea of fairness, 
which has existed since the dawn of humanity, is inherently 
subjective. Different groups and individuals have diverse 
perspectives on what constitutes fairness. Algorithms often 
encounter conflicting concepts as they strive for justice. The 
pursuit of perfect equity can seem impossible, as optimizing 
for one type of fairness may inadvertently result in biases 
towards another.

Moreover, societal norms undergo perpetual evolution.11, 12 An 
algorithm that currently embodies fairness may eventually 
become biased because of changes in societal norms. The 
ever-changing landscape of this terrain turns the pursuit of 
equity into an ongoing expedition rather than a final goal, a 
constant progression rather than a solitary accomplishment.

To tackle inherent biases, we need to fundamentally change 
our approach to ensuring algorithmic fairness. Rather than 
a singular resolution, we must think in terms of a flexible, 
ongoing procedure. We must continuously monitor and 
improve algorithms to align with evolving cultural norms and 
understandings of fairness. 

The pharmaceutical side effect approach to 

algorithmic bias

Examining the pharmaceutical industry’s strategy for handling 
side effects can provide a helpful perspective on tackling 
algorithmic bias.13 Within the pharmaceutical field, it is widely 
recognized that no medication is entirely devoid of adverse 
effects. This recognition is analogous to the notion that no 
algorithm can be utterly devoid of bias. Like drugs, AI systems 
should undergo meticulous testing phases to detect, measure 
and mitigate potential adverse effects before their release. 
AI systems require comprehensive examination and ongoing 
supervision to uncover and reduce biases.

The principle of informed consent in medicine, which involves 
informing patients about possible adverse consequences, 
has a parallel in the context of AI, known as algorithmic 
transparency.14 This requires that users are provided with 
information regarding the decision-making process of AI 
systems and the potential biases that these systems may 
have.

Furthermore, akin to pharmacovigilance, which entails 
continuous monitoring of pharmaceuticals’ real-world 
performance after they are on the market, AI systems also 
require comparable processes to acquire knowledge, and 
adjust and enhance their capabilities consistently.15 This 
is crucial to detect and rectify any biases that may arise. 
This approach emphasizes the significance of a proactive, 
transparent and ethically based framework in addressing 
algorithmic bias. 
 
Procedure for handling algorithmic bias 

A proposed procedure for addressing algorithmic bias is 
outlined in Figure 1. The first question is whether a trained AI 
model is biased. If the answer is negative, then the AI model 
is deployed. If the answer is positive, the next question is 
whether the algorithmic bias is avoidable or not.

If the answer is positive, then mechanisms to minimize 
algorithmic bias are implemented, and the residual bias is 
quantified to be reported to the user during the deployment. If 
the answer is negative, the extent of bias is quantified and the 
AI model is deployed with a report of the results to the user.   
 
 

 

 

Figure 1 Procedure for handling avoidable and unavoidable algorithmic bias 
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Conclusion

As AI brings about signifi cant changes in society, addressing 
both avoidable and unavoidable algorithmic biases will 
become increasingly important. By diff erentiating between 
these two types of bias — and applying specifi c strategies to 

address each type — policymakers can help create AI systems 
that are intelligent, effi  cient and just. A balanced approach is 
essential to upholding public confi dence in AI and fully using 
its potential to advance society.
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