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Methodologies and software for satellite image
processing: User needs and development trends
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Kjeld Rasmussen
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Abstract:

The application of optical remote sensing in national-level
natural resources monitoring and management, in particular in
developing countries, implies development of methodologies
adapted to users with backgrounds quite different from those of
remote sensing scientists and technicians. This paper discusses
the nature of the methodologies, data analysis methods and image
processing systems required by the people actively engaged in
natural resources management. The point of departure will be a
brief review of which optical remote sensing methodologies might
contribute to natural resources management in developing
countries in a cost-efficient way. Subsequently, an attempt will
be made to identify development trends with respect to satellite
image processing methodologies, software and hardware. Finally,
organizational models will be discussed in the light of these
trends, and the 'Center for Ecological Monitoring' (CSE), Dakar,
Senegal, will be mentioned as an example of how national-level
application of remote sensing data in environmental monitoring

may be achieved, based on relatively simple and low-cost
technology.

1. Introduction

Growing concern for global environmental change, as expressed in
the 'agenda 21' document of the UNCED, has implicated that tools
such as satellite remote sensing should be used as efficiently
as possible on two levels: For assessing _and monitoring
environmental changes on the global level and for managing
natural resources on the local level. Change processes on the
planetary scale are mostly being studied by extremely resourceful
organizations with ample access to remote sensing equipment and
expertise. Local environmental management has to be carried out
by institutions on national or sub-national lewvel, and it is a
far greater challenge to those involved in development of
methodologies and software for envirconmental remote sensing to
produce models for useful applications of remote sensing on that
level, taking into consideration the limited resources and
expertise available. This is true in highly technologically
developed countries, yet even more so in developing countries.

Jeun



This paper will mainly focus on how remote sensing techniques can
come into practical use in management of natural resources,
especially in developing countries: What demands do this imply
on the scientific, technical and organizational levels.

Initially an attempts will be made to identify more precisely
what are the demands of this group of users, then current trends
in remote sensing, image processing and computer technology will
be briefly discussed, and finally some suggestions, concerning
institutional arrangements furthering the utilization of remote
sensing methodologies 1n natural resources management in
developing countries, will be made.

2. User needs with .egard to development of remote sensing
methodologies

2.1 The case for satellite remote sensing

Before discussing specific remote sensing methodologies and image
processing algorithms a short discourse may be required, in order
to identify user needs 1n a wider context, i.e. with regard to
mapping and monitoring themes, to which remote sensing may
contribute in a cost-efficient manner. The scientific literature
contains a wealth of studies demonstrating the potential
usefulness or (less often) uselessness of remote sensing
techniques for a wide spectrum of applications, also with
reference to developing countries. Relatively few of these are
being used operationally in the management of natural resources.
The reasons for this are varicus:

- Remote sensing technigues do simply not in all cases
provide the information required in an operational context,
even though the literature may claim it. There is a long
way between demonstration of the value of a certain remote
sensing technique in a specific experiment and proving its
reliability in a practical context. Also, scientists tend
to 'oversell' remote sensing methodologies.

- Relevant data provided by remote sensing techniques may be
difficult to integrate with other 'conventional' data and
procedures in an existing system for management of natural
resources.

- Some developing «ountries (and wealthy, industrialized
countries as well) have insufficiently developed
organizational frameworks for natural resources management,
making them unable to demand, receive and utilize remote
sensing data.

- The wealthy, industrialized countries, which possess the
major part of rhe technological capacity within the remote
sensing field, have not been particularly successful in
finding ways of making these methodologies accessible to
most countries in the developing world. Better models for
cooperation are required.



2.2 Some development trends of remote sensing methodologies

Methodologies for processing and analyzing satellite remote
sensing data are diverse, and it is difficult tc make useful
generalizations with respect to development trends. The following
observations probably hold true, however:

1) Satellite images are to an increasing extent being integrated
with other (often spatial) data, sometimes organized in
'geographical information systems' (GIS).

2) The belief that more or less automatic procedures, such as
multispectral classification methods, will replace manual/visual
interpretation techniques gives space to a more balanced view,
where manual/visual and computer-based methods supplement each
other.

3) Conversion of raw satellite images into estimates of well-
defined physical or biological parameters require still more
complex models of the entire measurement situation, incl.
satellite/sensor-properties, the atmosphere, radiation-target
interaction and effects of spatial heterogeneity.

4) Remote sensing applications in natural resources management
rely to an increacing extent on the use of time-series of
satellite images and on combination of data from two Or more
satellite/sensor-systems.

2.3 Image processing hardware

The development of image processing hardware has been substantial
during recent decades. In the seventies satellite image
processing was generally carried out on mainframe systems often
with limited multispectral image display capabilities. Later,
minicomputer-based systems became the standard. These were quite
costly, which implied that they were used and managed by
specialists, and 'common users' and students usually had limited
access. In recent years personal computer (PC) and workstation-
based image processing systems have largely divided the market
between them, and prices on hardware have been decreasing fast.
Quite powerful '486 PC'-based systems with full multispectral
image display capabilities (32 bitplanes) may now be acquired at
prices lower than 10.000 USdollars. Storage media, such as hard-
disks, magnetic tape and optical disks, have undergone similar
developments, implying that even full scenes of Landsat TM
images, taking up almost 300 Mbytes, may be handled on PC-based
systems. There is no reason to suggest that this development will
slow down in the near future, since new and even more powerful
processors will become available soon. Presently full-color image
display demands special 'display controllers', yet sometime
within the next decade standard display systems of both PCs and
workstations will attain the necessary quality (with respect to
the number of bitplanes and the way they may be handled) allowing
'professional’ multispectral satellite image display. When this
happens the category 'image processing system' will loose its
meaning, hardware-wise. In most institutions computers are/will
become connected 1in networks, and image processing tasks



requiring substantial computing-power, will be carried out by the
computer best suited for it in the network.

These technological and economic development trends have the
consequence that image processing systems will (or at least
should) be on the desktop of most potential users. This will
imply that the number of users will increase considerably, if
other bottlenecks do not slow down the development.

2.4 Operational and semi-operational remote sensing methodologies

Attempts have been made in the past to point out which remote
sensing methodologies may be considered suitable for practical
utilization. For a specific geographical area, the Sahel, Prince,
Justice & Los (1990) have produced a useful review of
methodologies, and in spite of the fast developments within the
field most of their conclusions probably still hold true. The
following applications are labeled as ready for transition to
operational use:

- Rainfall estimation

- Rangeland production monitoring

- Food security and early warning systems
- Bush-fire monitoring

- Ground water survey

- Land cover mapping

For other areas the set of 'operational' methodologies may be
slightly different. e.g. methods relying on optical satellite
remote sensing are less suitable in more humid areas.

In the present context it may be just as relevant to point out
methodologies which may not yet be ready for operational use but
carry great potential. Prince et al (1990) discuss several
methodologies requiring further development:

- Crop production monitoring and modelling
- Evapotranspiration estimation

- Hydrological catchment modelling

- Fuelwood estimation

- Erosion modelling and prediction

These lists of applications loosely define a set of requirements
with regard to satellite image processing procedures and
software.

2.5 Cost considerations

One topic seldom discussed in the scientific literature is the
cost of applying the various methodologies suggested. Balancing
costs and benefits is probably impossible within the field of
environmental remote sensing, since the potential benefits, i.e.
improved understanding of our environment, have no easily defined
economic value, and the involved costs are highly intransparent.
Cost-assessments are therefore limited to comparisons between
different remote sensing methods and between remote sensing

/e
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methods and alternative means of data acquisition, and even this
is often difficult. Major remote sensing applications in wealthy,
technologically advanced countries are highly subsidized, and in
many developing countries foreign donors finance almost all such
activities. This may imply seriocus non-sustainability of remote
sensing activities, once subsidies or outside support disappear.
To cope with this situation, a socalled 'demand-driven approach’
to the development of remote sensing applications has been
promoted (Falloux, 1989)(Prince et al, 1990).

Hiowever, certain remote sensing methodologies are basicly
inexpensive and no relevant alternatives can compete, and it is
suggested that the potential of these methodologies is fully
utilized in developing countries, possibly as a first step in the
establishment of operational environmental satellite remote
sensing activities, provided that the methodologies are suited
for the area in guestion and that a certain information-demand
exists. The use of meteorological satellite data, with high
repetivity of coverage, large area-coverage and moderate cost,
for monitoring of vegetation, crops, bush-fires and agroclimatic
parameters is the best example of such a cost-efficient remote
sensing methodelogy. Since it is also among those considered to
be partly "operational” in & Sahelian context by Prince et al
(1990), there are good reasons to promote it.

Establishment and running of satellite image processing
facilities 1is an important cost-component. In developing
countries it is often extremely difficult to assure continuous
function of complex computer-equipment, due to lack of a
technical back-up system, without costly outside assistance.
Thus, there are good reasons for basing the application of remote
sensing methods on the technology for which the need for
technical back-up is smallest, i.e. PC-technology. It is often
stated that more complex technologies, such as workstations, are
better suited for image processing and GIS operations, and even
though this may be true, the difficulties of service outweigh the
advantages. Software-wise, the standard PC operating system, DOS,
has considerable shortcomings in an image processing and GIS
context, yet the alternative, UNIX, which is technically
preferable, is so much more complex and require so much more
training, that this again outweighs its advantages. New
developments in the area of operating systems, such as 0S2 or NT,
will probably combine the relative simplicity of DOS and the
technical advantages of UNIX.

3. The user community
3.1 The 'typical' user

Precise pictures of 'the typical user' of satellite remote
sensing for natural resources management are difficult to
produce, because the differences are enormous between and within
countries. However, it is a widespread observation that remote
sensing methods are slowly becoming tools used decentrally rather
than merely objects of research dealt with by few specialized
institutions, and this has certain implications for the
composition of the ‘user community': Users are now more often



than before technicians and professionals, whose main area of
expertise is not remote sensing and image processing, but rather
fields such as geography, geclogy, geophysics, biology, forestry
or agricultural science. These users spend a minor fraction of
their working hours doing satellite image processing, as compared
to the 'remote sensing scientists' who used to constitute the
majority of the user community. This is, of course, a natural and
desireable development, if one wishes to see remote sensing
methodologies being utilized efficiently, yet it has a number of
consequences for the character of the image processing methods
and software to be applied:

- Image processing software is required to become integrated
in methodologies and software used in practical natural
resources management within a range of disciplines, rather

than to remain isolated 'stand-alone systems'. This will
require an improved transparency and openness of the
software

- Users will typically require 'decision support' when

selecting methods and algorithms. This involves discipline
specific training materials, user-friendly interfaces, and
possibly 'decision support systems'/'expert systems',
assisting the user in finding optimal data-sources and
processing procedures.

- Operational applications of remote sensing in natural
resource manajgement, carried out by non-specialists of
satellite image processing, will require that the amount of
human labor involved in the more technical image processing
steps 1s minimized. E.g. geometrical correction and co-
registration of time-series of satellite images should be
possible with little human involvement, yvet without
compromising the accuracy.

3.2 Towards a hierarchy of users ?

In some regions and for some data-sources it has been suggested
to organize users hierarchically. The 'high level users', e.g.
regional centers, will be responsible for certain preprocessing
steps (incl. radiometric, atmospheric and/or geometrical
correction) and production of 'derived data-sets'. This may seem
logical, since end-users will then not need to cope with the
numerous and tedious processing steps involved, nor to possess
precise knowledge on details of complex topics such as
atmospheric correction algorithms. Such arrangements may evolve
as a natural division of labor, beneficial to all levels in the
hierarchy, or be imposed through monopolization of the data-flow.
Monopolization may, however, seriously delay the development of
practical applications of remote sensing in natural resource
management, especially 1f the 'high-level user' is a supra-
naticnal institution, while the management takes place on the
national or sub-naticnal level. In addition, monopolization of
the flow of remote sensing data is probably unrealistic and
undesired for other reasons:

- There are few computational and economic advantages of
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centralization within the field of satellite image
preprocessing. In other words, any reasonably well-equipped
user will be able to carry out his own geometrical and
radiometric preprocessing of images, and given the
widespread underutilization of computer capacity, it will
be economically advantageous for him to do so.

- There are no widely accepted and generally applicable
preprocessing procedures which will in the long run satisfy
any end-user. Geometrical correction, carried out by
institutions handling large data-volumes, tends not to live
up to the standards required by some end-users, especially
those using time-series of images. Thus, the reasonably
advanced end-user will sooner or later wish to have access
to the raw data himself.

- In order to fully appreciate the information content,
application potential and inherent limitations of remote
sensing data, the user must be able to access the raw data,
rather than or in addition to derived data-sets.

4. Examples of remote sensing methodologies and software

4.1 Use of high-resolution optical satellite images for land-
cover classification

Use of Landsat and SPOT-data for land-cover and land-use mapping
and monitoring is becoming a standard methodology in regions
where other data-sources are unreliable or absent. Methodologies
vary considerably, vet in operational contexts visual
interpretation techniques play an important role. In the
following the demands on satellite image processing methodologies
and software, defined by this type of application, will be
discussed.

In fig.1l the outlines of a sequence of image processing steps,
typical for Landsat- or SPOT-based land-cover classification, are
shown. The radiometric and geometrical correction procedures will
not be discussed here, emphasis will be on how visual and
computer-based analysis methods may be combined in order to
utilize the analyst's a priori knowledge of the area efficiently.

The 'feature selection' and spectral transformation procedures
aim at replacing the original image bands by new artificial ones,
having desireable properties. such as:

1) Low correlations with other bands/features.

2) High content of 'relevant' information or 'variance'.

3) Simple interpretation, strong relations to interesting
physical or biological parameters.

Identification of such features involves use of an intricate
mixture of expertise within the field of remote sensing,
knowledge about the optical properties of the object, insight
into multivariate statistics and common sense. No simple or
generally applicable methodology for feature identification can
be pointed out, and trial-and-error plays a significant role in
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the process.

What demands on the image processing software does this 'feature

selection' imply ? A non-exhaustive list will include:

- Efficient ana flexible multispectral image display
routines, allowing both automatic and manual, interactive
contrast manipulation, since feature selection will often
involve an element of subjective visual judgement.

- Routines for calculation of a variety of more or less
complex indices, linear combinations etc on the basis of
the original bands. These include simple ratios, standarad
vegetation indices and generally applied transformations,
such as the 'tasseled cap' transformation.

- A selection of multivariate statistical techniques, incl.
principal components analysis, aiming at decorrelation of
image bands.

- Methods for measuring the spectral properties and
'separability’' of a number of 'classes', specified by the
analyst. The success of various spectral transformations
may be studied using such measures of separability.

The ‘'classification' step may involve a mixture of visual
interpretation and user-guided automatic classification. Standard
classification algorithms, such as the 'minimum distance' and
'maximum likelihood' procedures, involve that the analyst points
out training areas, representative for each class, and the rest
is left to the computer/algorithm. Results are often not
satisfactory, since the analyst's full knowledge, as well as the

non-spectral information in the image, are not utilized.
Innumerable attempts have been made to refine classification
techniques, yet in spite o©of many improvements, visual

interpretation techniques are still preferable in many
situations, especially where identification of spatial entities
play a significant role. With respect to image classification
software, this calls for procedures geared for interactive
analysis, allowing efficient wutilization of the analyst's
expertise, rather than 'once-and-for-all classification
algorithms'. Simple, fast and flexible hierarchical procedures,
as the one sketched in fig.2, will probably support the analyst
better than complex statistically based methods.

The visual interpretation will usually be based upon a spectrally
transformed image, as discussed above. In addition, it might be
useful to enhance the image by suppressing noise and sharpening
boundaries. Again, an interactive set of procedures for image
filtering will be required. The interpretation will often result
in 'drawing' of boundaries between classes, and an efficient
interface between the image processing system, which is raster-
oriented, and a vector-oriented GIS is essential in this context.

As mentioned earlier, the non-specialist analyst will require
assistance in order to select the most suitable sequence of
procedures to solve a given problem. On-line help, good
documentation and proper training will, of course, be of great
value, yet development of 'decision support' or 'expert systems'
might become relevant.
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methods and more band are being used in later stages,
where fewer pixels have to be dealt with.
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4.2 NOAA AVHRR based monitoring of natural vegetation, crops and
bush-fires

The theory and methodology of monitoring herbaceous vegetation
in the semi-arid tropics have been quite extensively described
in the literature, in particular in the work of the GIMMS group
documented in special issues of 'International Journal of Remote
Sensing' (Justice, 1986 )(Prince & Justice, 1991), and no attempt
to.present it in any detail will be made here. The principle is
simply that the photosynthetic activity is closely related to the
'normalized difference vegetation index' (NDVI), calculated from
NOAA AVHRR bands 1 and 2, and by monitoring NDVI through the
growing season the biomass production may be obtained by
integration. Atmospheric effects and effects of off-nadir
viewing, which affect the individual NOAA AVHRR bands quite
considerably because¢ of the wide scan-angle, are suppressed by
using NDVI rather than the original bands and by using 'maximum
value composites' (MVC). MVCs are created by assigning to each
pixel the highest NDVI-value encountered in the NOAA images from
a certain period, usually 10 days, and since all effects of haze,
clouds etc tend to decrease the NDVI, the highest value
encountered is probably the most correct. Similar methods may be

used to monitor crops in semi-arid areas, such as millet, and to
estimate yields.

The same NOAA AVHRR data are also well-suited for monitoring the
extent of bush-fires by observing fire-scars. No generally
applicable and fully automatic method seems to have emerged in
this field, yet visual interpretation of NOAA-images appears to
be quite efficient.

These applications of NOAA AVHRR data are, as mentioned earlier,
among the candidates for operational applications in many dryland
areas in the tropics: The parameters monitored are of great
economic and environmental interest, the amounts of data involved
are not exceedingly large, the cost of data is small, entire

countries may be covered, and the required investments in
equipment are limited.

The requirements concerning image processing methodologies and
software may be summarized as follows:

1) The full 10-bit data should be handled by system, discarding
of the last 2 bits to make the data fit into a standard 8-bit
data format will have strong negative effects on the quality of
the results.

2) Proper software for utilization of the TBUS data, distributed
with the NOAA AVHRR images, allowing radiometric calibration and
more precise localization of the geographical position of each
pixel, must be available.

3) Labor-saving 'production-line'’ software for geometrical
registration and co-registration of time-series of NOAA-images
with sub-pixel accuracy is a presumption for operational use of
the methodology. The high co-registration accuracy is
particularly necessary in crop monitoring, since fields in semi-
arid zones most often are small and sometimes scattered, and
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degradation of the 'efficient spatial resolution' of a multi-
temporal NOAA data-set to several kilometers, due to unprecise
co-registration, is therefore detrimental. Furthermore, MVCs tend
to overestimate NDVI, if the co-registration is not sufficiently
precise.

4) Routines for cloud masking, calculation of MVCs, for
integration of NDVI and for spatial and temporal interpolation
to 'fill in holes' in NDVI time-series caused by cloud-cover are
required.

5) Efficient and flexible routines for multispectral image
display, required for wvisual identification of bush-fire scars,
will be necessary.

6) Links to raster- and vector-oriented GISs, containing
information of relevance for the interpretation of NDVI, e.qg.
maps of vegetation types and soil color, are likewise necessary.

These demands are an example of application-specific requirements
not usually met by standard general image processing software.
Also the precise requirements on methods and software will depend
on the management context in which this monitoring activity takes
place, and so all systems will have to be modified, requiring
openness and modularity beyond what is often seen.

5. Institutional arrangements
5.1 Consequences of changes in the technological basis

Satellite remote sensing has from the outset been considered a
high-technological activity, requiring complex and expensive
equipment, highly skilled labor and high running costs, and this
has resulted in a centralized top-down organizational structure,
both in many industrialized countries and in the developing
countries. Many developing countries have not been able to
utilize satellite remote sensing to its full potential, and the
organizational model may be one of the causes of this situation.

As outlined above, the technological development and the results
of 20 years of training effort may now have changed the
fundamental preconditions to the extent that a more democratic
(or anarchistic, if one prefers) bottom-up organizational model
has become a realistic alternative: Small, decentral, local-level
organizations, be it within the public natural resources
management sector, small companies, individual development
projects or NGOs, will now be able to utilize certain satellite
remote sensing methods efficiently. This opens new perspectives
for the effect of remote sensing on natural resources management,
since the technology will be on the desk-tops of those directly
involved in the management process. Therefore this change in
organizational model should be supported, and it is a major
challenge for the international remote sensing community and for
those financing development activities to find ways of promoting
such local-level activities. Also it is important to discuss the
future role of supra-national remote sensing centers, to ensure



-18~-

that the experience accumulated in these centers is utilized to
support national and sub-national level organizations.

5.2 The example of 'Centre de Suivi Ecologique' (CSE) in Senegal

CSE has roots back to the early eighties, where it was created
by FAO and worked on monitoring of grasslands in northern Senegal
in collaboration with the GIMMS group at NASA GSFC, see f.i.
Tucker et al (1985). Later the financing has been taken over by
UNSO, and it has expanded its activities greatly, to encompass
a wide spectrum of environmental monitoring tasks, including a
number of satellite-based:

1) NOAA-based monitoring of the development of the natural
vegetation in the entire Senegal, using the abovementioned NDVI-
concept (operational). The data is combined with data from
systematic air-based counting of livestock and information on
water-provision from boreholes (in a GIS) to produce estimates
0of grazing pressure and fodder sufficiency.

2) NOAA-based estimation of crop yields, particularly millet and
groundnuts (semi-operational/experimental).

3) NOAA-based monitoring of bush-fire scars (operational) and
ongoing fires (experimentali}.

4) Meteosat-based assessment of rainfall, using the 'cold cloud
duration' methodology (Dugdale & Milford, 1986) (operational).

5) Estimation of agroclimatic parameters, such as actual
evapotranspiration, from NOAA and Meteosat (experimental).

6) Use of high-resolution data for land-use/land-cover mapping
(operational).

All these remote sonsing and image processing activities are
carried out locally, using PC-based image processing equipment,
and equipment-costs constitutes only a small part of CSEs budget.
CSE is in the process of establishing receiving facilities for
NOAA-data, in order to support near-real-time applications, such
as monitoring of ongoing bush-fires.

CSE has a semi-independent status within the public sector in
Senegal and is attempting to establish close links to local users
of information, both within the national and local-level
administration, parastatal organizations and development

projects, 1in order to approach the ideal of being 'demand
driven’.

Since 1987 CSE has collaborated closely with the Institute of
Geography, University of Copenhagen, (IGUC), which has developed
all the image processing software used by CSE (the CHIPS system),
assisted in establishment of facilities and carried out training
of CSE-staff. By now CSE requires very little outside support in
its daily activities, and the collaboration with IGUC is
therefore aimed towards more long-term objectives, such as
development of new methodologies and provision of new software-



-~-19-

modules, supporting CSEs arowing field of activities. Presently
methodological developmer.ts in support of CSE include
establishment of long time-series of directly comparable NOAA
AVHRR NDVI data for assessment of long-term environmental trends
in the Sahel, development of methodologies for estimation of the
actual evapotranspiration, which is of great relevance for
monitoring vegetation and crops in the drier parts of Senegal,
where the 'NDVI-signal' is small, and development of more
sophisticated and interactive feature selection and multispectral
classification methods.

CSE has had considerable success in proving satellite remote
sensing useful in natural resources monitoring, and it may serve
as a model for establishment of similar activities in other
places. Furthermore, the collaboration between IGUC and CSE,
financed by the Danish Agency for International Development
Assistance, DANIDA, exemplify how such 'twinning-arrangements'
with a long time-perspective may be to the benefit of both sides,
and contribute to overcome thresholds in the process of
operationalization of satellite remote sensing methodologies.

6. Conclusions and critical issues

The technological development has implied that many satellite
remote sensing methodologies have or will become within reach of
a large number of potential users involved in natural resources
management. The main constraints on the efficient utilization of
these methodologies in developing countries are probably related
to questionable cost-efficiency (sometimes related to high prices
of satellite data), lack of local demand for environmental
information and inappropriate organizational structures on both
national and international levels.

It is suggested that developers of methodologies and software
should now realize and support that the use of remote sensing
techniques will to an increasing extent take place on a decentral
level and become integrated in practical management activities.
This again implies that demands on methodologies and software
will change, since the composition of the user-community will
shift from dominance of 'remote sensing scientists' to 'thematic
professionals’', spending a minor fraction of their time on
satellite image processing. Emphasis will have to be placed on
improvement of facilities for integration of satellite-derived
information and other data, on methods allowing efficient
combination of visual and computer-based interpretation
techniques and on improved user-interfaces and 'decision support
systems', making techniques more accessible to the natural
resource management professionals.
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ABSTRACT

For digital photogrammetry, an integrated approach to image matching and
3D positioning is proposed for stereoscopic SPOT images. The nonlinear
functional models for space resection and the integrated approach are ex-
plicitly written down. Specifically, we use both piecewise linear models for
time-dependent orientation parameters and a patchwise bilinear model for
height parameters at elementary ground resolutions.

Our experiments show that fewer than 10 ground control points are more
than enough to obtain in resection sub-pixel accuracies + 7.2m, + 4.6m and
+ 5.5m in a local horizon coordinate system, respectively. The integrated
approach can yield in one case a digital elevation model having + 5m as a
height root mean square error, when good approximations to terrain form
and large weight constraints on heights are prerequisites.

Based on our experiences up to now, we review at the end our models and
discuss their prospects.

Key Words: Space resection with SPOT imagery. Integrated image match-

ing and 3D positioning.

1. INTRODUCTION

For analogue stereoscopic images, conjugate im-
age points are best determined by an operator,
e.g., on comparators. Of course, when the num-
ber of image points grows, working loads on
the operator become very heavy. Thus, people
have endeavoured to take full advantage of elec-
tronic computers to facilitate image correspon-
dance processes since wide availability of digi-
tal images in early 1980’s (e.g. Hannah, 1989).
And least squares image matching is a repre-
sentative algorithmic development (Ackermann,
1984). For digital stereo images, general prac-
tices follow a two-step solution by determining
conjugate image points first and then by inter-
secting directional imaging rays to arrive at 3D
point coordinates.

It is known that photogrammetric point posi-

tioning deals with geometric and radiometric dis-
tortions which result from taking optical pic-
tures at different times and camera stations. WWhen
an analysis model takes perspective displacements,
relief displacements and radiometric degradations
all into account, the model becomes integral in
nature and is more suitable for photogrammetric
processing. Our proposed integrated approach
to image matching and 3D positioning has been
initially tested for aerial photos (Wu and Chang,
1990). Now the approach is applied to SPOT
stereo images with a model extension that al-
lows for time-varying characteristics of sensor’s
orientation along orbital paths.

While our interests in research on this topic are
high, we feel motivated by engineers who desire
up-to-date wide-coverage accurate height data
for planning major governmental civil construc-
tions.
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2. MATHEMATICAL MODELS

2.1 Space Resection

Photogrammetric collinearity conditions used for
SPOT panchromatic imagery with linear CCD
arrays are:

Ig+a0z+a1,si+a2,5? = —-c

ap, (X, - ‘Yo’,) + a2, (Y,

In Eq.(2) d is the separation between two neigh-
boring sensor stations k and k + 1; station j lies
between k and k+ 1, and 7 is away from k in s
units. For space resection, Egs.(1,2) serve as our
functional model in least squares adjustments.
Based on weighted ground control points, we es-
timate mainly the position and attitude param-
eters .. X, ,Y,,, Zo, Wk, Pk, k... and the self-

i

y,'-l,-a()y-{-alyy,-«}-a?yy?

a3, (Xi = Xo,) + a3, (Y: ~ Yo,) + a33,(Z; — Z,,)

any, (Xi = Xoj ) + an (Y, = Y, ) + a3, (Zi — Z,))

)

},o))"'alJ,(Zi_Zo,') (18.)

(1b)

where ¢ : camera constant;

z;,y; : image coordinates of point : and z; = 0;

s; : strip coordinate in units of length or time;

Xo,,Yo,, 2o, ¢ time-dependent position param-
cters at sensor station j when point 1 is im-
aged;

aj,...azz, : elements of an orthogonal matrix:
they are functions of time-dependent atti-
tude parameters w;, @,, Ky,

X Y. Z, : object-space coordinates of point 1;

al;...a2, :
ters.

additional self-calibrating parame-

In order to be practical for implementation, the
time-dependent parameters of exterior orienta-
tion XoJ , Yo) , ZoJ , W5, @5, K; are described by piece-
wise continuous linear models:

Xo, = (1= s/d)X,, +(s/d)X

Yo, = (1= s/d)Y,, + (s/d)Y,,,,
Zo, =(1- S/d)Z“ + (S/d)Z
i = (1= s/d)wr + (s/d)wrs (2)

0; = (1 = s/d)éi + (s/d)ors

Oky

Ky = (1 - S/d)h:k + (S/d)Kk+;

TCan, (X, = X,,) ¥ as, (Vs = Vo) + ass,(Zi = Zo))

calibrating parameters.

2.2 Integrated Approach to Image Matching and
3D Positioning

The method of least squares image matching for
stereo images can be written as

vgr = g'(ziyi) —ro = ma"{z, y)ipy,  (3a)

in which ¢’, ¢ : gray-value functions evaluated
. . . 7 '
at two corresponding image points z},y; and
i .,
Ii ) yi y

ro.r; : radiometric additive and multiplicative
parameters;

v, Py gray-value residual and its associated
A

weight.

Logically and in a straitforward manner, the
collinearity conditions Egs.(1 with 2) can be used
for pairs of image coordinates in Eq.(3a); and in
vector notation, we get

vy = g'(Zi,p',a) = ro —r1g"(Zi, P, a); Py
(3b)
where p’, p” : vectors for position and attitude
parameters along single- and double-prime
orbital paths, respectively;
a : vector for self-calibrating parameters.

/.
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of each ground resolution X,V is described by
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when performing experiments with respect to
the model integrating image matching and 3D

patchwise continuous bilinear models: positioning. Our national 40 x 40m? digital ter-

(Xi"Xm)(yn+l _}/x) - .
(Xm41 = Xm) (Vg = Y,)  7HE7

— (Xm+1 - X{)(Yn+1 - Yl)
(Xm+1 - Xm)(yn+l -Ya)

(Xm+l - X.)(}/; - Yn)

Z;

Zmnt

(Xi — Xm)(Yi = Va)

Zm.n+]+

(Xm+l - Xm)(yn+1 - Yn)

Heights .. ~Zm,n7 Zm+l,ny Zm,n+l , Zm+1,n+l P
at nodes of a square grid are treated as primary

unknown parameters in the combined Eqs.(3b,4).

In fact, ...Zm n... stand for the digital elevation
model (DEM) we are interested in. So, we con-
duct iterative digital image matching by mini-
mizing the weighted sum of squares of gray-value
residuals and, simultaneously, arrive at object-
space 3D point deterinination. For theories in a
stricter sense that gray-value "truth” with each
ground resolution is also asked for, readers can
refer to among others Ebner and Heiplke(1988)
and Wrobel(1991).

3. EXPERIMENTS WITH SPOT IMAGERY

A stereoscopic SPOT image pair is selected for
studying our models, see Table 1.

As far as the model for space resection with
Egs. (1,2) is concerned, we summarize accuracy
results at 25 independent check points in Ta-
ble 2. The number for dynamic sensor stations
varies from 3 to 5. Ground control coordinates
have throughout £50m a priori standard devia-
tions while 6 additional self-calibrating parame-
ters are treated as free parameters.. Better accu-
racies result when 4 sensor stations are chosen, a
plot of which is shown in Fig.1. We also see that
cross-track accuracy in Y is better than along-
track accuracy in X. This confirms the fact that
SPOT imagery shows better cross-track geomet-
ric quality. When two ground control points lie
between two adjacent sensor stations a solutjon
for space resection can converge regularly, i.e.
nonlinear Egs. (1,2) are fulfilled in about 7 iter-
ations to within 1.0 x 10~%[mm)] . -

Space resection for SPOT stereo images yields
the orientation parameters p’, p” and a for use
in Eqgs.(3b,4). The parameters are held fixed

o = Zmtin 4
(Xmt1 = Xo)(Yogs = Vo) omttnst (4)

rain model (DTM) is derived from conventional
aerial photographies using analytical plotters.
Use of the DTM is made to interpolate heights
for 20 x20m? or 50 x 50m? grids. They represent
reference heights adopted in comparison with
heights estimated form SPOT sub-images, see
upper left quadrants in Fig.2a. Table 3 reveals
typical results on generation of digital elevation
models. In general, the nonlinear functional re-
lationship Eqs.(3b,4) can be satisfied at 95% to
within 0.1 digital counts in 10 iterations. We
notice that the integrated approach works for
spaceborne images but weight constraints have
to be imposed on the estimated height parame-
ters. Extensive cases are still being studied. In
particular, it is required to construct more reli-
able reference DEMs for accuracy analyses.

After geometric relationship between object-space,
elements and picture elements is reconstructed
in a convergent solution, direct by-products out
of the integrated approach are orthographic im-
ages. Fig.2a illustrates digital orthographic im-
ages. Their difference image and its histogram
are shown in Fig.2b from which it is evident that
the mean of differences in gray values is near
zero and the distribution nearly Gaussian.

4. DISCUSSIONS

For SPOT imagery, our mathematical models
used in space resection and in the integrated ap-
proach to image matching and 3D positioning
are documented. In the course of our experi-
ments, piecewise continuous linear modeling for
time-dependent position and attitude parame-
ters appears quite realistic when we consider the
fact that SPOT stereo images of about 4° field of
view have in our case 0.65 as a base-to-height ra-
tio. SPOT scene CCTs contain orbital informa-
tion, see CNES and SPOT Image(1988), which

faee
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Table 1. Brief description of a pair of panchromatic 1A images over central
Taiwan from SPOT.

Base to height ratio : 0.65

Heights above ground 827338 nm 827271 m

Sensors on SPOT HRV2 HRV1

Incidence angles L10.4° R24.1°

Data acquired on 15 Jan. 1987 16 Jan. 1987
Overlapping area : 57 km X 40 km

Table 2. Accuracies in terms of root mean square errors in a local horizon
system at 25 stationary check points.

3 stations 4 stations 5 stations
. Accuracies [m] at check points in

X Y z X Y z X Y Z
25 6.83 4.66 7.20 7.16 4.51 5.17 7.43 4.72 5.64
20 6.73 5.01 7.28 6.89 4.76 5.31 6.75 4.86 6.15
GCPs | 15 6.97 5.69 7.48 7.41 5.05 5.58 6.46 5.03 6.63
10 7.56 5.95 7.37 7.24 4.64 5.52 7.56 4.66 6.26
6 8.25 5.26 7.81 7.54 5.85 6.32 11.59 67.48 148.10
3] 90.11 580.10 340.00 94.06 575.00 626.60 112.40 659.50 838.10

Table 3. Accuracies 1n height derived from the integrated model for image
matching and 3D positioning (radiometric parameters ro,r; in Eq.(3b)

get little weighting; in the 1 x 1km? test area maximum height difference
Ahmgr = 81.49m 3.

Height approxi- terrain form average
mation using given plane

A priori standard

deviations for + 30m + Sm + 30m + 5o
heights

Height accuracies [m] by the integrated approach

50 X 50 m grid
(21 X 21 nodes) 16.39 8.61 16.58 11.56

20 X 20 m grid
(51 X 51 nodes) 16.14 4.89 17.64 11.11
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Fig.1. Plot of accuracies in X.Y.Z for 4 sensor stations (refer to Table 2).

SO S T
RS

From the right SPOT subimage

Fig.2a. Orthographic images (2 x 2km? in size; 50 x 30m? grid meshes;
41 x 41 grid nodes).
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Fig.2b. Difference image (enhanced) between the two ortho-images in Fig.2a;
shown to the right its histogram ( o = 1.6078 digital counts at 1 sigma).
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is used by us to generate initial approximate

orientation parameters along orbital paths. We

conclude that fewer than 10 ground control points
are quite enough for space resection (Chen and

Lee,1990). It is interesting to note that the re-

section procedure is equally applicable to a sin-

gle SPOT scene or to multiple scenes in stere-

oscopy. As far as improvements on additional

self-calibrating parameters are concerned more

research on our part is necessary.

One of the purposes in studying our integrated
model for image matching and 3D positioning
is to test its applicability to spaceborne stereo
imagery. We know there is an advantage in theo-
retical analysis on error propagation; it is a wor-
thy trade-off when thinking about rather heavy
computational loads. Another advantage inher-
ent in the integrated approach is automatic gen-
eration of orthographic (sub-)images along with
that of a dense digital elevation model. Cur-
rently, we must impose weights in form of a di-
agonal matrix on unknown height parameters of
DEMs. This arises in part from the fact there

exists locally no or little image contrast in SPOT
sub-images. Therefore, our on-going research ef-
forts are led to

- determine in image preprocessing weighting
functions that allow for gray-value contrast,
textures or features in (sub-)images;

- design regional radiometric parameters to re-
place two global parameters rg, ry in Eq.(3b);

- discover methods of interpolation more realis-
tic than those by non-differentiable, contin-
uous piecewise linear or patchwise bilinear
modeling;

- as a long-term goal correct radiometrically for
atmospheric effects and terrain effects to ar-
rive at normalized reflectance images for pho-
togrammetric multi-point positioning.

At last, we kindly acknowledge the research funds
provided by the Sinotech Foundation for Re-

search and Development of Engineering Sciences
and Technologies.
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IMAGE PROCESSING

The goal of image processing 1s the
quantitative description of physical objects
on the basis of information extracted from
digital images or digital image sequences.

The main procedures involved in the image
processing are:

* Filtering and enhancement of the 1image
data

* Geometric corrections of the images
* Feature extraction
* Segmentation and classification

* Image matching

* Object recontruction



IMAGE PROCESSING

FEATURE EXTRACTION
STEPS
Data preparation -~
Preprocessing
Extraction of Information --

Detection

Semantic interpretation ot extracted
information

Recognition

PREPROCESSING

Radiometric Corrections
Geometric Correction
Filtering

Enhancement
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CONVOLUTION

Continuous Function in one dimension

y(t)= [x(t—Dg()dr

where: x(t) = input signal
y(t) =output signal

g(1)=characteristicfilter

or y(t) =x(t)*g(1)

Two dimensional formulas also
possible
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Discrete Pixels

Yi= igkXi—k ,1=1,2,..n

K=—oo

where nis the number of pixels in window

or

n

-
y. = Zﬂgk Xi-k
k=1

2

Convolutions of small windows, which
represent the convolution function, and the
image can be computed by scanning the
window across the image. The convolution
window 1s centred on each pixel on the
image and the combination of that window,
and the image is computed.

Windows vary in sizes according to the
application, but are typically

3x3
2x2
1x3 and 3x1



Example

Steps
Overlay windows A and B
Multiply the values of the pixels
which overlay one another

Add up values derived 1n step 2
Assign the value from step 3 to the
pixel which corresponds with the
centre of the convolution window

1.

2.

3.

4,
i0 | 10| 10| 10| 10
10 |10 | 10 | 10 10
10 |10 { 20 | 10| 10
10 |10 | 10| 10| 10
10 | 10 { 10| 10| 10

A

Image window

!
1/9 | 1/9 | 1/9 11 | 11 11
1/9 | 1/9 | 1/9 = 110 11| 11
1/9 (1/9 | 1/9 i1 ] 11, 11
B

Convolution window
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FILTERING

Image contains information about physical
objects plus noise

Prior to image enhancement procedures, it
1S necessary to reduce the effects of noise
by smoothing or averaging

Noise is high frequency information, but
not useful

Smoothing will reduce the effects of high
frequency noise

Smoothing will have disadvantage of also
reducing the useful high frequency
components in the image

Smoothing introduces loss of image quality
in the image



Examples:
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1. Simple average of neighbours
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The effects of the noisy pixels will be
reduced, but the remainder of image will be
smoothed with a slight decrease in the

quality of the detail.

The size of the neighbourhood used for the
averaging, and hence the size of the
window, can be varied depending on the

degree of noise.
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The number of neighbours can be selected
according to the sum of the grey levels in
the neighbouring pixels. The size of the
area used will be determined when this sum
reaches a certain criterion. If the grey
values are small. the area will consequently
be large.

2. Weighted average of neighbours
Select a weighting which does not effect
the significant details on the image, such as
edges.

Directional averaging

Locate edges and perform smoothing
along the edges, not across them.

Use a set of edge detection masks in 4
orientations

N
S 3 P
e b
o 3
> e
3 %
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Determine variation in pixel values
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If range of values at a given point
exceeds a threshold say 't', the point is
replace by the average of its neighbours
in the direction of minimum edge
variation, otherwise the value of the
point is replaced by the average of the 8
neighbouring pixels .

The method uses an average of 2 or 8
pixels depending on whether an edge is
detected.

Directional Minimum variance
Similar to the previous except it

analyses the variance in the various
directions



l. Actual computation

I1.1. Smoothing : directional min. variance

Set of nine 5x5 masks :

S P

These masks are used for computing
the local mean and variance in each
direction.

The central value of the window is then
replaced by the mean of the corres-
ponding minimum variance direction.

resulting effects :

- global low pass filtering,
removing the high spatial
frequencies of the noise
- enhancement of the
edge definition



3. 5 Neighbours

Select 5 nearest neighbouring pixels with
intensity values that are nearest to that of
the particular point. and usc the average of
these pixels.

4. Median filter

Replace the value of a pixel by the median
of values 1n & nerghbour.

Q0060012 0 21024, 5242001234 4444
Replace cach value by its median

If values are a.b.c and b i~ between a and ¢
then b 1s the median.

Result 13
0000C GI 1 1 122222220012344444

The noise is eliminated, but the median
filter does not blur edges.
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Plot of the example of application of
median filter

s ] M BEFORE

A 2-dimensional median filter can be
applied by sorting the values of the
neighbouring pixel in terms of size and
selecting the middle value for the central
pixel. For a 3x3 (9 pixel values) the fifth
largest value 1s taken.
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ENHANCEMENT or SHARPENING

Blurring in an image is an averaging or
integration process. which weakens the
higher spatial frequencies in the 1mage.
Enhancing aims to emphasis the spatial
higher frequencies.

These operators enhance or sharpen the
effects of features in an image but they also
enhance noise. It is therefore desirable to
apply enhancement where the picture detail
are more prominent than the noise.
Alternatively, smoothing should be applied
first.

The Laplacian is a linear derivative
operator, which is based on the slopes in
the x and y directions. An example of the
application of this filter is as follows:

10 1 0 -1 0 -8 36 -8
10 1 * -1 4 -1 |=| -8 | 36 -8
10 1 0 -1 0 -8 36 -8
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The Laplacian operator is derived from the
slopes of the neighbouring pixels in the x
and y directions as follows:

g ()=lg(i+1 g1 +elj+ 1+l D]
_4g(1’J)

It can also be interpreted as the central pixel

minus the average of the 4 neighbouring
pixels.

i-1,§-1 ij-1 i+1,j-1

i-1,) i i+1,)

i-1,j+1 ij+1 i+1,j+1
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EXTRACTION O]i_‘ INFORMATION
Detection
EDGE EXTRACTION
STEPS
* Smoothing
* Edge Detection
* Thresholding
* Thinning
* Linking
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EDGE DETECTION
Gradient

Gradient in intensity between neighbouring
pixels in x and y directions is derived by:

A B = (gi+1,j - gi,j)
A 8, = (gi,j+1 - gi,j)

where 1,j refer to pixel numbers in x-
and y-direction respectively

Gradient Orientation

Defined as the direction of the
gradient from the combination of the
gradients in x and y directions is given by:

tan6 =Ag /Ag,

Operators or also called masks that have
been used for edge detection have been
grouped under the following heading



DIFFERENCE OPERATORS

47

Difference operators derive the difference
in gradient in the x and y directions and

combine them by the formula
Ag=-/(Agi+Ag)

Non-centred gradient operators measure
differences asymmetrically with respect to

the pixel.

+1

1]

+1

+1

+1

+1

Centred Gradient operators measure

'central differences'

-1

+1

+1
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Roberts operator measures 45° and 135°
changes.

0 1 1 0

100 | 0 | -1

Differences of Averages. The pixels are
weighted by local averaging before
differencing. A typical operator in the x-
and y-direction 1s as follows:

A | -
=

-1 -1 1 1 -1 -1

Tt 1| 1

1/4 1 1




The Sobel operator applies weighting to
the averaging as follows:

!
-1 0 1 [ 2 1
1/4 -2 0 2 1/4 0 0 0
-1 0 1 | -1 -2 -1

Fixed masks are uppliecd by matching
patterns with various orientations to the
picture for the detection of edges. The
orientation which matches best that of the
edge of the picture is taken as the edge
orientation. The magnitude of the best
match 1s a measure of its strength.

Foerstner operator is primarily designed
for the detection of points, but can also be
used for extracting edges. It 1s based on a
set of two requirements for the error ellipse
which is calculated from the grey values
within the window.

A Hough transformation has been used
sucesstully for edge description on
remotely sensed data.



o
Canny operator

In computing science circles, the operator
developed by Canny has greater flexibility
detecting edges than most other operators.

Canny sets 3 performance criteria for an
etfective edge operator:

* low error rate

* selected edge should be close to the 'true'
edge
* there should be only response to a single
edge

The Canny operator aims to maximise the
signal to noise ratio of the image, where the
signal represents the feature and the noise
and 1s assumed to be Gaussian.
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Selection of an Operator

The selection of edge operators will depend
on their suitability for a particular task,
since their performance may vary over
image. In one test on the application of
different operators for the detection of
linear features on remotely sensed data, the
difference of average operators, such as the
Sobel, were found to be superior. However,
the Sobel operator tends to produce
duplicate edges on each side of the feature.

In another test, the simpler 2x2 masks
proved to be suitable. The poor dynamic
range of remotely sensed images can lead
the non-extraction of essential features in
the 1mage that are clearly visible to an
observer. In addition, linking of edges
becomes difficult in images where there are
many edges.

An edge extraction process which involves
the selection of edges with like slope
orientations as line support regions, has
proved successful.
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THRESHOLDING

Thresholding involves the conversion of the
image comprising the extracted edges into a
binary image, where only the edge features

are displayed in white and the background
in black.

/~\ 3
SN\ 2
/ \ T

13

12

11




THINNING

The process of thinning is carried out if the
edge extracting process produces edges
which comprise more than one pixel in
width. This process is necessary because
the next step of line following or linking,
which connects the individual pixels into
linear features is difficult when the lines are
made up of a number of pixels.

Line thinning can be carried out by a
number of different methods. These
methods can be grouped into:

* those which analyse the width of the
lines represented by the pixels and detect
the centre of the line,

* those which study the slope and
orientation of each pixel, and determine the
most likely position of the actual edge.

o .0 OV
o o 1 (A 1 0 0
o ‘o 1 D 100
oo - oL gl
c o 1 A 1 i 0
o o 1 (1 1 10
o 1 1 o 1 1 0
T @ 1 0 1 (O
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LINKING

Linking connects the pixels, which
represent the edges, into linear features. A
major problem with this task 1s to
determine whether gaps, which appear
between the selected edge pixels, are
indeed gaps, or whether they have been
caused by the previous processing steps
undertaken on the image. Linking converts
the image from a raster display of the edges
into vectors which can be described by
length and direction.

Linking algorithms use several possible
criteria of connectivity to determine the
most likely pixels which form the edge,
based on either on simple connection of
pixels, to statistical and directional analysis
of the neighbouring pixels.



A morphological analysis, based on
masks representing possible edge features
may also be used.

- morphological analysis

possible pixels configuration for a vertical line

The method based on gradient
orientations and line support regions,
described earlier, will enable the grouping
of the pixels which have like orientations
and therefore the formation of linked
pixels.



Foerstner operator.

The Foerstner operator has been brietly
described earlier for the edge operator and
has been specially designed for point
features. It has proved very successful as an
interest operator.



SEGMENTATION

The process of segmentation of an image
involves the division of an image into areas
that represent certain features or certain
common characteristics.

The processes that may be involved are:

* Edge detection can be used to define the
identifiable boundaries of regions. The
detection and linking of the edge pixels, as
described above, will form vectors which
can be further linked to form areas.

* Classification of an image into various
classes will result in segmentation into
regions, which in this case are described by
the raster image and not as vectors.
Conversion into lines and areas will require
the extraction of the divisions between the
classes as vectors and their linking.
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* Segmentation by thresholding. In this
case the thresholding can be set to segment
the image into certain intensity ranges.
Either global or multi-level thresholding
can be used. Thresholding is a simple and
rapid method if division of the area by
intensity value 1s adequate.

/\ 13 = 200
/ \ T2 =135
/N new
_J ‘ | \\-
| L
73 = 200
72 = 135

T1 =65
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IMAGE MATCHING

AIM: To find areas in two images of the
same area which correspond either their
features or grey values.

Ll

11

11l

A
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Image matching can be divided into 2 steps:
* Feature extraction and matching
* Area based matching

Feature based matching requires the
derivation of features in the two images and
determining which ones match. It serves to
provide approximate positions for the area
base matching.

Point features:

Interest operators determine points
which are prominent in the two images.
Matching determines which features
have similar characteristics with respect
to grey values and relative locations.

Linear features:

Require the extraction of linear features
by edge detectors and matching by their
characteristics eg, length, direction etc

Areal features:
Not well developed, but is based on
segmentation.
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STAGE

EXTRACTION OF
OBJECTS.

I.

THE INTEREST

METHODS

AREA BASED

—
|
i

FEATURE BASED

!

[
i

/EDGE RASED |

1
|
i

N\

NN

4

|
POINT BASED

¥ X
x X

4

MORAVEC OPERATOR




Moravec operator.

THE OPERATOR OF MORAVEC LOOKS
FOR THE SMALIL, ISOLATED
PEAKS AND "BLACK HOLES"

IN THE IMAGE.

|
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M is OK if M > M_ - (THRESHOLD)



-(3—-

THE IMAGE MATCHING

PROBLEM:

How to find corresponding objects
in the left and right 1Images
without human assistance 7?77

POETIC APPROACH

This one, or that one 2?2727
That 1is the guestion !!!

-
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Area Based Matching

Methods
* Cross-correlation

This method computes the similarity
between two 1mages by the use of the well
known cross-correlation formula. This
formula in principle is similar to the
formula given for the convolution, except
in this case one image is scanned over the
other.

The formula is 4 follows:



Where
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B(t) i Alt)

R(1)

—_— — m—— e o

R (1) = %“TF A () B (t+1). dt

A-(t) is grey level distribution on a
reference window.

B (t) is grey level distribution on a search
window.

t is a displacement applied to B (t) to
determine the best match.



Application to Pixel Data

For pixel data, a window on one image, let
us assume that 1t 1s the right or 'search’
window, 1s scanned over a window of the
same size on the left or target window.

For the areas common to the two windows,
the grey values of the overlapping pixels
are multiplied and added for the
determination of values of the correlation.
An evaluation of the location where the
correlation is a maximum will determine
the location of matching. The resolution of
this method 1s 1 pixel, but sub-pixels
resolution can be determined by
interpolating a polynomial and deriving the
maximum.

The cross-correlation will result in
erroneous matches when the images are
subject to differences in scale and rotations.

. 2 (gl T gl)(gz T gz)
R= / ) )
V2(8,-8) - 2(8,-8))
where g, ,g,are grey values in windows1,2

g,,8, are average grey values of

windows1,2
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Least Squares Matching.

This method computes the location of
matching by minimising the discrepancies
between the corresponding pixels. To
overcome the effect of differences on
geometry, one of the windows, the search
window, 1s resampled, that is its geometry
1s changed so that it is similar to that of the
target window. the parameters of the
geometric transformation are determined
during the computation.
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Area Based matching by

Least squares

It Is

Define windows as follows:

and

Im (Xm, ym) are pixel values in mask

It (Xt, yt)

Is (Xs, }’s)

window (first 1mage)

are pixel values 1n a
fictitious  target 1mage
window o¢n the second
image, with the same
geometry as mask window.

are pixel values in a search
window in the same position
as target window, but with
the true geometry of the
second 1mage. L



T~

Relationship between  geometry of
It and Is is :

Xt = f1 (Xs . V. (3)
ye = f2 (Xe.ve (4)
It = 3 (l¢) (5)

Requirement for matching is that
for each pixel:
Im (Xm, Ym) + 11 {(Xm, Ym) = It (Xt, Yt) (6)

where n(xm. vym) 1s arbitrary noise.

Relationship between mask and
search window geometries

Xt = P + P3 Xs + Pa4Ys (7)

Yt = P2 + ps Xs + PeVs (8

/eee
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Solution : -

. Least squares solution of a linearized
form of equations (6), (7) and (8),
written for each pixel

I'x Apl + I'y Ap2 + I'x x Ap3 + I'y y Ap4 + I'y x Ap5 + I'x y 4p6 = Al

I'x, I'y are ?ntens}ty slopes 1n X, ¥y
directions

Ap1 .. ADs are corrections to approximate
values of pi .. p6

Al is the difference in intensities of
corresponding pixels in the
mask and search windows.



Py B R

Solution indicates distortion of
search i1mage

Resample search image based on these
parameters so that 1t matches more
closely the geometry of the mask
window

Recompute new solution of equations
(7) and(8) and continue to iterate least
squares and resampling until
convergence.



Advantages of least squares solution

. Adaptable to changes in image geometry

. Gives indication of accuracy of matching
because it is based on least squares
formulation. Standard error propagation

methods can be used.

. High precisions possible - 0.3 pixel matching
or better.
Disadvantage

Good approximate positions needed.
Hence matching should be based on two steps :
1. Approximate matching
e.g. Cross-correlation + epipolar lines or

feature based matching

2. Least squares matching
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OBJECT RECONTRUCTION

Elements of reconstruction:

* determination of object geometry by
coordinates or DEM
- use geometric model for image
formation, either camera of scanner,
based on appropriate collinearity
equations.

* object description or Recognition
based on the following characteristics of
the image:

- spectral signatures

- texture

- geometry

- shape

- size

- location

- relationships with other
objects

- topology
- context



Most of the above characteristics can be
derived from the preceeding subject
material. However. the recognition of
objects is based on elements of artificial
intelligence, particularly, expert systems,
neural networks and knowledge based
systems.
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IMAGE ANALYSIS SOFTWARE

L.W. Hayes
University of Dundee

Dundee, Scotland
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INTELLIGENT INFORMATION EXTRACTION
AT THE CANADA CENTRE FOR REMOTE SENSING
D.G. Goodenough
Pacific Forestry Centre

Ottawa, Canada
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INTELLIGENT INFORMATION
EXTRACTION AT CCRS

David G. Goodenough and Ko B. Fung

DGG Mailing address: KBF Mailing address: )
Pacific Forestry Centre Canada Centre for Remote Sensing
506 West Burnside Road 1547 Merivale Road,
Victoria, B.C. Canada V8Z 1MS Ottawa, Ontario, Canada K1A 0Y7
19462 )
\ CCRS

4 )

Qutline

+ CCRS IMAGE ANALYSIS HISTORY
> LANDSAT DIGITAL IMAGE ANALYSIS SYSTEM
* THE NEED FOR INTELLIGENT SYSTEMS

« SYSTEM OF HIERARCHICAL EXPERTS FOR RESOURCE
INVENTORIES (SHER!)

= PHOTO INTERPRETATION KEYS EXPERT SYSTEM (PIKES)

« SYSTEM OF EXPERTS FOR INTELLIGENT DATA MANAGEMENT
(SEIDAM).

\_ .
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(CCRS IMAGE ANALYSIS HISTORY\

1973« Multispectral Analyzer Display System - PDP-10 based
system for image enhancement, radiometric and geometric
correction, and photo and tape generation for LANDSAT MSS.

1974 « MICA - Modular interactive Classiication Analyzer - PDP-10
based system for pattern recognition, classification and
clustering, and spatial fittering of LANDSAT MSS data.

1878 - CCRS image Analysis System (CIAS) - PDP 11/70 and
11/40 computers with ex1ensnve|y modified image 100,
home-grown array processor {parallel processm 100 MIPS),
PDS microdensitometer; team developed more than 300, 000
lines of code; system used by scientists all over Canada;
more than 3 L1lion wonr of rescuriec discovered with the
CIAS; monitoring of environmental disasters (floods, air
pollution. tornado damage, etc.); technology transterred to
industry and universties.

\ 7

e N

1989 + LANDSAT Digitat Image Analysis System (LDIAS) - a system
created as a result of information extraction research which
supports GES and RS mtegrauon and the ollovnng Sensoers:

SNOIDAT _ b “\ SR AR AN TR

s orme AR TIST T Ly R GliSes are
Intergraph GIS and PAMAP GIS. Government of Canada

Award of £xcellence received. Technology transterred to universities
and industry.

* LDIAS contains more than 1.5 million ines of FORTRAN code. The
software was developed on DEC VAX computers and used Gould
Deanza IP 8500 image displays The software is being ported to UNIX
platforms with MOTIF wincows. Software was developed using
structured design and analysis methodology, code management tools,
and an automated documentation system.

\_ )
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COMPUTER
NETWORK

LDIAS \
[ VAX 11785 DEVELOPMENT

— VAX 11/780 SYSTEM
——4 VAXstation 3200s

2 MicroVAX lIs
F——4 IMAGE DISPLAYS
r—2 ARRAY PROCESSORS

SOFTWARE

——— Electronic link to BCMOF

t——— 1.5 million lines of FORTRAN

\ ‘—— 44 Expert Systems (Anaiyst Advisor Prolog) )

Various Personal Computers

~—INTERGRAPH
_ aIS %
_pAMAP

CCRS&

- User specit:

- Corrections:

output proje

( LDIAS FUNCTIONS | \

most probable analysis procedure.
- Inputs: TM, MSS, AVHRR, SAR, MLA, PLA,
MEIS, AVIRIS,CASI, GIS, DTM.

- Labelling of training and/or test areas: from GIS, from user

caton ot desired outpuls at start establishes

radiometry, geometry, atmosphere,
ctions, noise, filtering, image errors, etc.

selection, fro

- Use of spatial information: texture, morphology, segmentation

m both.

- Classification and clustering: parametric and non-parametric;

up to 32.2070
images.

- Assessniai

- Outputs: enhancements, paper maps, GlSes, disks, etc.

~

Class=s;up to 300 channels;up to 8000 by 8000

~

STaciuracy during analysis session.

CCRS

.

o
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Data Acquisition for Photo \
Interpretation

Camera
T 1:15 000 Aerial Photo - Stereo B&W

CCRS
Ground Verification \
i7nmepb5
d I\ 0
O
O ©O
Stratified Random Sampling )

CCRS
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Photo Interpretation \

O Sample Data

+ —_—— @ Photo interpreter

@ Stereo Photos

Initial Stratification on
paper map at 1:20 000

CCRS

\

Quality Control \

x ——————» Quality check at
local office
\\_L /

% /
| D— Map passed to inventory
{, Branch at Victoria

Quality Check
at Victoria
CCRS
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s

Digitization

Polygons on paper Hand Digization Digital Map
map

[

| |

‘\ i
o p
I

| ‘
L I S

g -

Distribution

\

CCRS

Map Update Using
Remote Sensing

Remote Sensing image Analysis
Data

e
y

Original Poiygons Location | l image Analysis
on paper map of changed | | Expemse LI

o o areas | | Forestry Domain
T—X/%_« ' ¥
i ! j i
“ —
} “: \\_.\ 1‘ r— .F Forester
e 5 2L
i N \/—\F - Re-draw Polygons

, ;
L__z_./__ et
A\
Digitize

\

CCRS
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Al Supervision \
of Map Update

Remote Sensing zxped System
Data e
N
e e s it

=

— !

l

Original polygons A ,____h)
A

in digital map -

L

e
o i . .
e ; Expertise in

- Forestry Domain

- Degital mar
& Lficate \
¢ :“,E Forester
AN

CCRS

ROLE OF \

ARTIFICIAL INTELLIGENCE
IN RESOURCE INVENTORIES

- automation using existing knowledge
encapsulated in expert systems

- data integration
-image interoretaron
- object represemtation

- distribution of exnenge

CCRS



( KNOWLEDGE TO BE \

ACQUIRED WITH AL

- forest inventory and monitoring
procedures

- forest photo-interpretation methods
- image analysis methods

- data fusion methods

- environmental methods

- experience updating forest GIS files
with remote sensing

\-

CCRS

( Al DECISIONS AND ADVICE \

- advises on appropriate remote sensing
imagery for user goals

- integrates GIS and remote sensing imagery and .
performs appropriate radiometric and geometric corrections

- selects spatial and spectral features for
analysis and performs analysis with GIS support.

- reports on success In recognizing forest classes of interest
to user specified accuracies.

- it successtul, aen=rates updaes GIS Hles
and attnbutes automatcaliy. if unsuccesstul,
recommends alternative procedures.

Qser can add rules and objects to the expert system. /
CCRS




( Analysis Search Space

| T»MDWa{a - Zx—mdg;;ﬁ—i(‘ | Kr?é) Wledge 1
T {Correction |-

&@ﬁmet?;{lf Experionce

| Correctlon i //’// 7

P ]|
o g
| Spectrometep, =t /
e / /.
/ e v

[ ; S
i TeIs =S !
o R
o R
B ot e+ o

f INFORMATION VALUE

® There are many analysis methods ¢ extract
information from rmany sources of data.

® Froma given data source t¢ a dest red goal,
there are thus many possible paths. Cne
should seiect the paih \,lwdmg the mhesr
information valug for the loweast cost.

® The value of nformaunrt s a function of the
desired goals. Because this s aifficult to
quantity, we are using the cost of transform-
ing fror data states through many process
states o the tinal gocal The test L‘ali) is the

\ one with the jowest oosty
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ENVIRONMENTAL DATA
SATELLITES SOURCES MAP DATA

(LANDSAT “multiple GIS
| SPOT . DTM )
NOAA S
- J-ERS . N4
l RADARSAT Information'
— _System FIELD DATA
AIRBORNE DATA —
\/ field measurements
CCRS MEIS-FM" aerial photos
| CCRS SAR (pol.) Y ‘
| NASA AVIRIS Object Recognition
NASA/JPL SAR o '

_ Forest Inventory
'

K Decision Support )
CCRS

( DATA FUSION AND OBJECT \
RECOGNITION
- Data Fusion -- Combine data from multiple
sources and multiple dates

- Object Recognition -- Develop an analysis
procedure to identity single objects using all
data sources as contributing factors

- represent objects through a logical linkage
from the highest level to the lowest:
e.g. 1) Where is the forested land?
2) Where are the coniferous trees?
3) How much lodgepcle pine is there?
4) Which trees are damaged by
insects?

kmatch objects with model predictions

CCRS
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ARTIFICIAL INTELLIGENCE #1

- integration and extraction of useful information
require sequences of processes to be executed

- the sequences of processes or programs to be
run must be setup and parameter selection
made logically based upon the experience of a
human expert

- artificial intelligence provides techniques to
handie logical inference and the representation
of domain-specific knowiedge

\

CCRS

ARTIFICIAL INTELLIGENCE #2

- traditional, algorithmic approaches require the
programmer to identify every situation in which
a program will be run, and then to hard code
the situation of the program. As the number of
possible program states grows, the program
becomes more complex and ditficult tc change
as new knowledge becomes available

- Al can be viewed as a software methodology
which allows programs to be easily changed as
new knowledge is acquired or new process
sequences are chosen

CCRS
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ADVANTAGES OF Al
TECHNOLOGY

- permits distribution of knowiedge at liower
costs

- simplifies operation of compiex svstems tor
complex problems

- enhances clarity of issues i muitisensor
and GIS integration

- increases flexibility ot rescurce
management systems as circurnstances
change

(

\-

DISADVANTAGES OF Al

- expert systems do not include teairing

- many unknown aspects of knowieage
acquisition, knowledge representatiorn,
reasoning with uncertainty, processing
architectures, etc.

- steep learning curve o aeveicpers and users

- requires long term commimeant ot ser

- there is fear amongst surme users Mmatine
machine will replace them
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(’f WHY A HIERARGHICAL EXPERT SYSTEM? ﬂ\\

- large variety of expertise and image
processing techniques must be applied to the task.

- highly structured, therefore modular approach adopted.
- signiticant interaction necessary between experts.

- suitable organizational model of the experts is a pyramidal
structure consisting of a number of levels of authority.

- highest level sets broad goals for the next level of command.
- lowest level corresponds to GIS and image analysis programs|

- modular approach is most effective by using an expert system
Kshell and instantiating this shell for each module.

CCRS

{’? RESHELL ARCHITECTURE ‘\

to

. Meta Rule | Object Rule other
i Base Base experts
'y
: | $ v
- | Meta Rule | | Object Rule Data
Interpreter | | _Interpreter Interface
Iy Iy :
4 v A4
S L Blackboard
ﬁ . Agenda Database Deduced
a|— Object Object
‘3 Blackboard Interface
! 4+ &
e —_— ' L 4
r Arbitrator | CFrame Processor]
— RS
4
‘ v
cFrames DatabaseJ

CCRS
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4 )

SYSTEM OF
HIERARCHICAL EXPERTS FOR
RESOURCE INVENTORIES
- THE SHERI PROJECT

\\ CCRS /

4 A

SHERI OBJECTIVE

/THE OBJECTIVE IS TO CREATE A SYSTEM OF HIERARCHICAL EXPERQ

FOR RESOURCE INVENTORIES (SHERI) BY INTEGRATING REMOTE

SENSING DATA FROM LANDSAT THEMATIC MAPPER AND SPOT HRV

SENSORS, THE INTERGRAPH (MGE) AND PAMAP GEOGRAPHIC

INFORMATION SYSTEMS (GIS) AND A RELATIONAL DATA BASE

(INGRES) IN ORDER TO:

(1) IMPROVE THE UPDATES OF DEPLETION AND ROAD MAPPING
FOR AN EXISTING FOREST INVENTORY;

(2) PERFORM QUALITY CONTROL WITH REMOTE SENSING ON
REINVENTORY FOREST LABELS;

(a)gEEl'!JVISCI’IQIgTRATE SOME BASIC GIS APPLICATIONS WITH REMOTE

4) DEMONSTRATE REMOTE SENSING CONTRIBUTIONS TO GROWTH

AND YIELD MODELLING. /

CCRS
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SYSTEM OF
HIERARCHICAL EXPERTS FOR
RESOURCE INVENTORIES
- THE SHERI PROJECT

\\- CCRS /

e p

SHERI OBJECTIVE

e T \
THE OBJECTIVE IS TO CREATE A SYSTEM OF HIERARCHICAL EXPERTS
FOR RESOURCE lNVENTORIES#SHERI BY INTEGRATING REMOTE
SENSING DATA FROM LANDSAT THEMATIC MAPPER AND SPOT HRV
SENSORS, THE INTERGRAPH (MGE) AND PAMAP GEOGRAPHIC
INFORMATION SYSTEMS (GIS), AND A RELATIONAL DATA BASE
(INGRES) IN ORDER TO:

(1) IMPROVE THE UPDATES OF DEPLETION AND ROAD MAPPING
FOR AN EXISTING FOREST INVENTORY;
(2) PERFORM QUALITY CONTROL WITH REMOTE SENSING ON
REINVENTORY FOREST LABELS;
(3) SEENMSO'S‘JSTRATE SOME BASIC GiS APPLICATIONS WITH REMOTE
ING;

(4) DEMONSTRATE REMOTE SENSING CONTRIBUTIONS TO GROWTH /

AND YIELD MODELLING.

CCRS
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\

WHICH AGENCIES ARE INVOLVED?

\

a N

ENERGY, MINES AND RESOURCES CANADA (56%)
« CANADA CENTRE FOR REMOTE SENSING

INDUSTRY, SCIENCE AND TECHNOLOGY CANADA (36%)
« STRATEGIC TECHNOLOGIES BRANCH

BRITISH COLUMBIA MINISTRY OF FORESTS (8%)

« INVENTORY BRANCH

CCRS

(

~

WHO IS INVOLVED IN THE R & D?

CCRS BCMOF - Dave Gilbert, Raoul Wiart,
Cy McConneil (Invermere), John
INTERA KENTING Wakelin
PRICE WATERHOUSE BCMOELP - Gary Sawayama, Roger
Balser.

UNIVERSITY OF OTTAWA - Prof. Stan Matwin, Prof. Dan fonescu
UNIVERSITY OF TORONTO - Prot. Larry Band, Prof. Vince Robinson
UNIVERSITY OF MONTANA - Prof. Steve Running

FERIHILL TECHNOLOGIES - Frank Hegyi MDA - Bruce Forde

Related efforts: NASA Advanced Information Systems Research
Program.

CCRS
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~

Al PROJECTS

* THE PROGRAMMING PARADIGM FOR AN Al PROJECT IS TO
CREATE PROGRAMS SEXPERT SYSTEMS) IN WHICH THE
PROGRAMS CAN EASILY BE CHANGED AS NEW KNOWLEDGE OR
(E:i({ZERIENCE IS ACQUIRED OR CAPABILITIES OF SYSTEMS

GE.

* SINCE KNOWLEDGE IS THE KEY, THE PROJECT TEAM MUST
ADDRESS SUCH ISSUES AS: IS THERE AN EXPERT?, WHO IS IT?,
WHAT KNOWLEDGE NEEDS TO BE ACQUIRED?, HOW WILL THIS
KNOWLEDGE BE REPRESENTED?, WHAT ARE THE LIMITATIONS
OF THIS APPROACH IN COMPARISON WITH THE HUMAN
EXPERTS?, WHAT ARE THE GAINS OVER HUMAN EXPERTS?

CCRS

\

HOW WILL KNOWLEDGE
BE ACQUIRED?

* KNOWLEDGE OF FOREST INVENTORIES:

« BCMOF INVENTORY BRANCH STAFF

+ BCMOF DISTRICT STAFF (INVERMERE FOREST
DISTRICT)

* BCMOF FOREST INVENTORY MANUALS

* JOINT EXPERIMENTS TO CREATE UPDATED FOREST
GIS INVENTORY FILES

+ CONTRACTS WITH EXPERTS IN FOREST INVENTORY
PROCEDURES, SAMPLING METHODOLOGIES, ETC.




4 )

HOW WILL KNOWLEDGE
BE ACQUIRED? #2

KNOWLEDGE UF REMUOTE SENSING ANALYSIS METHODS AND
GIS INTEGHATION WITH REMOTE SENSING

+ CCRS STAFF AND CONTRACTORS
« BOCMOF INVENTORY BRANCH STAFF
© IMAGE ANALYSIS HIANUALS

« JOINT EXPERIMENTS TO CREATE UPDATED FOREST
GIS INVENTORY FHES

CONTRACTS WITH OTHER EXPERTS
KNOWLEDGE iN BUILDING NES WORKS OF EXPERT SYSTEMS

K CCRS STAFF anD CONVRACTORS )

CCRS

( DTM EXPERT STRUCTURE \

CDEM corrected
Mt S, ~| “image

Cinpub T Sl T Coutput
T L ool SN : - b ol I f
JR & o e LT SRS N slope &

WAP  TCARAIN  [SLOPE & ASPECT

{ DATABASE CORRECTICN GENERATION
_ EXPERT _EXPERT . EXPERT

. ¥

a7 s - N
artacy _intertace
tantac Jntertace )

| S . e

o v !
MAE . » .,‘; e e e D_T_M. -

DATABASE csirediion resampiing
\\ . program _program | )
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ﬂearning System

Daman expert, Tranec

—— LDIAS - 1.
' IS -0
EXPERT | Sbas .
ADVISOR
___——--_-———_——L-...___\_
O

r Il 1 I
I I i P oot
- J L j -

KNOWLEDGABLE INTERFACES

l \ ; )
A ' —
L, iLTIE :
— J
‘\.\\ /
™~ LDIAS SOFTWARE
LIBRARY

CCRS
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( MICROPLAN PERFORMANCE

SERCENTAGE [ RiinivG Fof WG RCPLAND

ki

e PFCENTACE

PERCENTAGE

'
Dy demem v pmmen e v - -
. Vo A
\ FR L0 b

CCRS

ML PRACTICAL ISSUES

« WE HAVE EFFECTIVELY USED ML 1O SPEED THE PROCESS
OF CREATING NEW EXPERT SYSTEMS AT THE LEVEL OF
CONTROLLING AND RUNNING PROCESSES IN A DISTRIBUTED
COMPUTER ENVIRONMENTY

« WE WANT TO ANALYZE DATA FROM HUNDREDS OF IMAGES
AND THOUSANDS OF MAPS {» 7.000). HOW DO WE LEARN
FROM EACH ANALYSIS?

« IF WE CREATE NEW KNOWLEDGE, HOW DO WE ENSURE
THAT THIS NEW KNOWLEDGE iS CONSISTENT WITH EXISTING
KNOWLEDGE IN OUR SYSTERMY

« HOW DO WE ATTACH RATINGS TO THE NEW KNOWLEDGE
REFLECTING A LEVEL OF CERTAINTY IN THESE NEW RULES?

« HOW DO YOU IMPRESS A NON-EXPERT, DECISION MAKER
\ WITH THE CAPABILITIES OF MACHINE LEARNING? }

CCRS
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\

* THE HUMAN EXPERT HAS A GOAL OF CREATING AN EXPERT
SYSTEM TO RUN AN EXISTING PROGRAM. HE WISHES TO
DO THIS AS SIMPLY AND QUICKLY AS POSSIBLE. HE WILL USE
CASES CONSISTING OF IMAGERY, FOREST COVER FILES, AND

HIS KNOWLEDGE TO CREATE SUITABLE STATE CONTROLS FOR
THE SOFTWARE.

* THE HUMAN EXPERT STARTS THE PLANNER AND TELLS IT
WHICH PROGRAM IS TO BE RUN. THROUGH A DIALOG WITH THE
EXPERT, AND USING ALREADY ACQUIRED KNOWLEDGE FOR
EXPERT SYSTEMS CREATED EARLIER, THE PLANNER BUILDS
THE STATE TRANSITIONS FOR THE GIVEN CASE.

THE PLANNER

* LATER, RULES ARE ADDED TO INCREASE THE EXPERTISE OF THE
NEW EXPERT SYSTEM AND TO INTEGRATE THIS NEW SYSTEM
INTO THE HIERARCHY OF EXPERT SYSTEMS.

CCRS

Project, Resource, Task Ma@ !

Task Execution

(

SHERI
EXPERT
SYSTEM
STRUCTURE
FOR
INVENTORY
UPDATE




~109~

( SHERI EXPERT SYSTEMS \

TOP-LEVEL HIERARCHY
SHERI
[
1
S B +
| . GIS  Growth  Reports
Setup 1 ' appli- & yield °po
! cations demo.
Inventory ;
Update 1 demo.
Inventory
Q/C
CCRS

KSHEFN EXPERT SYSTEMS FOR PROJECT. RESOURCE \
! AND TASK MANAGEMENT

inventory
Upd?le
- | I
‘ i 1
Project [ Ta' K
Mana‘ger Resource Ma : or
1 Manager 9
! l { i 4 I i i i
\ ! Y 1 ! ' \ ' 1
Project Project Project Project Task Task Task Task Task
infor- map ‘image DEM infor-  map image DEM  execut-
mation select- select- seiect- mation select-  select- select- ion
ion ion ion ion on jon
|
!
I "’IL" i |

1 \ .

: Map Imagye DEM ;
inventory inventory inven[c.) :

i ry ’

k ~ /

- CCRS
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(SHER! EXPERT SYSTEMS FOR TASK EXECUTION #\

Task
Execution
|
| |
| |
Inventory inventory Inventory
update task update task update task
data data analysis GIS
preparation operations
k CCRS

(SHERI EXPERT SYSTEMS FOR TASK EXECUTION #m

)
!

Inventory
update task
data analysis

.

Inventory
update task
data
preparation
i
1
! !
1
Image DEM Map
prepara- prepara- prepara-
tion tion tion
b I
\
| ! i
' i !
File image Image
conver- correction enhance- display display

ment

™

i
V

1 \
Clearcut  Road
identifi-  identifi-
cation cation }
CCRS

/oo
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('SHERI EXPERT SYSTEMS FOR TASK EXECUTION #ﬁ

Inventory
update task
GIS
operataons
i

* o 1 ; ; * ; }

Y 1 1 o 1 ' T 1
File image Map Digitzation Query  Map Quality GIS
conversion display display feature control  Update

extraction

\_ /

CCRS

~ SOFTWARE DEVELOPMEN™ PLAN

(1) Manual Systemn

= identuty and documant inventory upaate tasks
= end-to-end manual operation

(2) Generic System

= deasign autormated task execution
= implament experts to anve task execution

(3) Specialized System

=3 identity BCMO¥F requirements

—=> design project, resource, and task management
=> design lop-ievei user intertace

= implement expearts (o drive genaric system

CCRS/SHERI B S
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STOFTW@EE’D&@N DESCRIPTIONS

(1) Expert Functionality Design
= ldenlity logical relationships between experts

= varity requirements

(2) Project, Resource, and Task Management
= Create and manipulate projects
=s inventory and query images dems, and maps

=> create. manipulate, and execute tasks

(3) Task Executicn Design

=» data How diagrams
= exper! functionality

= apphcaton intertaces

"~ CCRS/SHERI

S |

RSN
T opvaomieN

CCRS/SHERT - - - -

VAP
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( SHERI STARTUP WINDOWS \

MANAGER OPERATOR
—[ snem [oim T snem [olm
"0 “Setup... i Rep;ns... ___i
. Reports... I ! Hesources... ‘]
,)7“*Pm,eas | Tasks... J
Resources... | S B ____Help. A b
| L A
Tasks. |
Demcs.. ;
\ /

(' SHER! PROJECTS WINDOW \

et | Projects [ L‘.Il -
Cream/Deiote Hame
Now Project _j Cassiar Y
Detote Project
Invermere
Browsa£dit ;
Intormation l
Maps. .. i
images. !
DEMs |
|
Heip i
|
!

N N
A >
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SHERI PROJECT MAP ADDITION

!—[ <Project> : Map Addition E1E!
Regan Ovstrict
Cariboo Porwet Region : 100 Mile Housa District
Kamicope Forwet Region Arrow Distrnict
Melaon Porest Neuion Bowwdary District
Princea dworpe Forest Ragioo Bulkley Distriot
Prinos Nupert Poreat Regian Compbwll River Oistrice
Vanomiver Porest Negion / Casstar District /
TSA Mapehwe! )
100 Mile Houce TOA { Soi
Arrow TEA
AcTowemith TCA
Boundary TEA
Blkley Tsa
Casaiac TSA /
) ok | ooty | Peset | Canow | veo | ]

CCRS

—| <Project> : Map Addition lala
Region Oistrict
Melson Porest Ragion Trvermars District
TSA Mapuieel
Cranbrook Tha Choices Seiecled
Goldmn TOA L2 8 4 1) 083J012
Inverwure T5A 0927098 0825013
Rootaay Lake TSA o0v2¥0%Y >>
TRA 28
’ / 0020082 | f /
4 OK ] Apply J Resst ! Cancel ! Heip ! 4
i

lee
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(

SHERI TASKS SELECTION EXAMPLE

- Tasks i "]‘”‘

Mame <project name> Slaus  Incompiete
Funcion Inveniory Upda e Toam 1 Prony high

Oeacnpton  roject descnomon>
dd  oa  yy
Raquesied Finmh 11 1 91

Taak Status
Informasan .. 98Ir0S7 coap leta
Daim Set

UB2FO5% ready
Exocum UBIF0E0 on-bold

\

CCRS

(

PROJECT INFORMATION

Ei Project Informalion [:!}__1
o] _ Descnpuon i ]

Requoswd Compieton Oate ﬁ é ﬁ Pronty E
] E— Y oy

> ] o7 ]

Project Information

= define information associated with a project

P!
O
o)
n

\




l}!{ Froject Map Selection o

Fagiaon
. .
.
) )
s PR
A .

Selected Maos

|
|

082L091

CBILC92

>

—

CCRS

1ON SEQUENCES

CCRS

/oo



4 EXPERT SYSTEM STRUCTURE

.

__ Expert System
Frames i =— o

5<
b

] : ¥

DTM TM . GPGT ROMOF digita

\ data ‘ data map data :

CORS

RESHELL ARCHITECTURE

S e e 1
- Meta Ruie; SO bect FRule oither
Base ‘ Flases axperts

\ ) ,‘ A

— e J
—— | Meta Ruie | PO e ot Tata i
: EP‘ItEél’faCEEJ

Interpreter | Codnt siiac

4
v

¥

L Biacic l’??&?:) CoTTe
Agenda 1 Database | MDeduced
—_— i Object DObject

Blackboara 'nte fa e

& £
JArt‘)!t:_‘at».’:zrJ1 gt PR

-
|
|
L.
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*

Frames Datapase
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H \
Al COMPUTING ENVIRONMENT
APPLE TALK o APPLE TALK

i [

_—y

SUN/ YAX SYSTEM \

&= r—’ vus?f{mn( ﬁ

A MICRO VAX {{
N il i~ el S v
VMS FILE SERVER uni

B

VAX:STATI ON

\_ﬁ&ﬁﬁ?’ Vs — W,

l
Bl | g s
\_

APPLE TALK — - APPLE TALK V
k- TIES)

CCRS

SHE

COMPUTING ENVIRONMENT

-1 Intergraph MGE LANDSAT DIGITAL
\ IMAGE ANALYSIS SYSTEM
Pamap GIS f
\ SUN/T YAX SYSTEM \

v OECNET VAKX BT oM

' " | vmg /TR

VAX STATYOM “ 0 VAXH
-m - "-‘ l H Vies

v&; us mAven IPAnC
UNI

VAX STATION
3200
DECHMET Vs

k IBbject-oriented Data Base—l /
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HOW WILL SHERI BE TESTED?

THE INVENTORY BRANCH AND CCRS HAVE SELECTED TEST AREAS
FOR UPDATING. INITIAL EXPERIMENTS ARE FOCUSED ON THREE
TEST SITES NEAR INVERMERE, BRITISH COLUMBIA.

SHERI CAN BE INSTALLED AT BCMOF IN AUGUST, 1992. BCMOF
CAN USE SHERI TO AID IN THEIR UPDATING AND INVENTORYING
PROGRAMS. 5 AREAS WILL BE SELECTED FOR VALIDATION OF

SHERI FUNCTIONALITY. KNOWLEDGE ACQUIRED WILL BE USED
TO IMPROVE SHERI PERFORMANCE.

SHERI WILL BE TESTED AT CCRS FOR THESE SITES AND FOR
OTHER REMOTE SENSING DATA.

BCMOF STAFF WILL BE TRAINED IN IMAGE ANALYSIS, EXPERT
SYSTEM OPERATION, AND KNOWLEDGE BASE CREATION.

CCRS

(

/

\

WHAT WILL BE CREATED?

+ =100 EXPERT SYSTEMS INCORPORATING KNOWLEDGE FROM
SEVERAL DISCIPLINES.

+ DISTRIBUTED PROCESSING AND CONTROL OF FOREST GIS
UPDATING WITH REMOTE SENSING AND TOPOGRAPHIC
INFORMATION.

* ADVICE ON FUTURE PRODUCTIVITY BY FOREST STAND IN
MOUNTAINOUS TERRAIN.

* A MODERATE COST IMPLEMENTATION WHICH CAN EASILY BE
AUGMENTED

* A COMMERCIALLY EXPLOITABLE CAPABILITY AT THE LEADING

L EDGE OF COMPUTER ENGINEERING.
CCRS

/
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( Artificial Intelligence \

Research Projects

JHE RS PIKED
(System of Hierarchical Experts || (Photo Interpretation Keys
for Resources Inventories) Expert System)
(...until March 1993) (April 1991 -- March 1994)

DDA
(System of Experts
for Intelligent Data Management)

(January 1991 - March 1995)

k CCRS )

a CHERI Status \

= SHERI WILL BE TESTED IN SEPTEMBER, 1992 AT CCRS WITH
BCMOF INVENTORY BRANCH PERSONNEL.

» THE EXPERT SYSTEMS SUPPORTING INVENTORY UPDATE AND
REINVENTORY QUALITY CONTROL ARE FUNCTIONAL.

» SHERI WiLl BE TESTED FROM SEPTEMBER, 1992 TO MARCH, 1993.
= SEIDAM WILL BUILD ON SHERI DEVELOPMENTS.

\ CCRS
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( CONCLUSIONS \

REMOTE SENSING DATA, INTEGRATED WITH GIS AND USER
KNOWLEDGE IS AN EFFECTIVE TOOL FOR INVENTORY UPDATE.

THE USE OF SHERI WILL ALLOW THE GENERATION OF ACCURACY
INFORMATION FOR LABELS AND POLYGON BOUNDARIES.

SHERI WILL DEMONSTRATE GIS AND GROWTH PREDICTION
APPLICATIONS FOR TEST SITES IN THE KOOTENAYS.

SHERI WILL DEMONSTRATE HOW THE COMPLEX INTEGRATION OF
SYSTEMS CAN BE SIMPLIFIED.

SIMPUIFICATION COMES ABOUT THROUGH THE FOLLOWING
PROPERTIES:

* A 5X REDUCTION IN THE NUMBER OF PROMPTS.

* A CHANGE IN THE NATURE OF THE PROMPTS TO
THE USERS' LANGUAGE.

* PAPERLESS ANALYSIS AND KNOWLEDGE-DRIVEN
RESPONSES.

* MACHINE LEARNING BASED ON EXAMPLES (CASES)

\ CCRS /

e ™

PHOTOINTERPRETATION
KEYS EXPERT SYSTEM
- PIKES

\\ CCRS /
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4 ™
PIKES

* THE PHOTOINTERPRETATION KEYS EXPERT SYSTEM IS DESIGNED
TO TRAIN PEOPLE HOW TO INTERPRET SATELLITE AND AIRCRAFT
IMAGERY FOR FORESTRY.

* THE PIKES DEVELOPMENT WORK BEGAN IN 1991 WITH THE
SELECTION OF THE CONTRACTORS: MACDONALD DETTWILER
S_PFIIME), ALBERTA RESEARCH CENTRE, AND FERIHILL

ECHNOLOGIES.

* PIKES WILL MAKE USE OF THE EXPERT SYSTEM RESHELL
AND WILL USE TRAINING CASES AND PHOTO INTERPRETATION
KEYS DEVELOPED BY EXPERTS.

* PIKES IS INTENDED TO ASSIST TRAINERS IN MORE EASILY
TRAINING PEOPLE FOR PHOTOINTERPRETATION.

« THE PROJECT LEADER AT CCRS FOR PIKES IS KO B. FUNG.

/

CCRS

4 )

SYSTEM OF EXPERTS
FOR INTELLIGENT
DATA MANAGEMENT
-SEIDAM
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WHICH AGENCIES ARE INVOLVED IN

SEIDAM?

~

ENERGY, MINES AND RESOURCES CANADA \
* CANADA CENTRE FOR REMOTE SENSING
FORESTRY CANADA
« PACIFIC FORESTRY CENTRE
U.S. NATIONAL AERONAUTICS AND SPACE ADMINISTRATION
« APPLIED INFORMATION SYSTEMS RESEARCH PROGRAM
INDUSTRY, SCIENCE AND TECHNOLOGY CANADA
* STRATEGIC TECHNOLOGIES BRANCH
B.C. MINISTRY OF FORESTS
« INVENTORY BRANCH

B.C. MINISTRY OF ENVIRONMENT, LANDS AND PARKS
« SURVEYS AND RESOURCE MAPPING BRANCH

EEC JOINT RESEARCH CENTRE AT ISPRA, ITALY
* MICROWAVE SIGNATURES LABORATORY

&

CCRS

(

~N

SEIDAM OBJECTIVE

[TO

CREATE A SYSTEM OF EXPERTS FOR INTELLIGENT DATA )
MANAGEMENT (SEIDAM) WHICH WILL INTEGRATE REMOTE
SENSING DATA FROM SATELLITES AND AIRCRAFT WITH
GEOGRAPHIC INFORMATION SYSTEMS AND MANAGE LARGE
ARCHIVES OF REMOTELY SENSED DATA FOR DYNAMIC
SELECTION OF DATA SOURCES AND SENSOR

CHARACTERISTICS FOR QUERY-BASED RECOGNITION OF

FOREST OBJECTS APPROPRIATE FOR ENVIRONMENTAL

FOREST MONITORING. W,

CCRS

/oo
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SYSTEM OF EXPERTS FOR INTELLIGENT
DATA MANAGEMENT

\

An example SEIDAM
application / \
forestry other surface objects
1 ' 1
data spatlal analysxs output / models
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WHY USE MULTIPL.E DATA SOURCES?

¢ ASINGLE DATA SOURCE MAY NOT BE ABLE TO CAPTURE ALL THE
SIGNIFICANT CHARACTYERISTICS MEEDED TO IDENTIFY AN OBJECT.

* A SINGLE DATA SOURCE MAY BE SUBJECTED TO SYSTEMATIC
ERRORS AND NOISE.

* MULTIPLE DATA SOURCES MAY PROVIDE COMPLEMENTARY
INFORMATION.

* REDUNDANT INFORMATION FAOM MORE THAN ONE DATA SOURCE
INCREASES THE ACCURACY AND CERTAINTY OF OBJECT
IDENTIFICATION.,

. ?NE IS MORE LIKELY TO HAVE DATA AVAILABLE AT THE DESIRED
1M

« HISTORICAL GIS INFORMATION CAN GUIDE RECOGNITION PROCESS.

\

CCRS

[ PROBLEMS WITH MULTIPLE \

DATA SOURCES
» COSTS OF ACQUISITION

* COMPLEXITIES OF HANDLING MULTIPLE SENSORS:
* VARIABLE SPECTRAL CHARACTERIST!CS OF SENSORS.
* VARIABLE SPATIAL RESOLUTIONS OF SENSORS.

» HIGH RESOLUTION SENSGR MAY RESOLVE CLOSELY SPACED
OBJECTS, THUS GIVING TOO MUCH DETAIL,

* LOW RESOLUTION SENMSOQR MAY NOT RESGLVE OBJECTS OF
INTEREST.

» OBJECTS WILL YARY iN SHAPE AND TEXTURE FROM SENSOR
TO SENSOR.

* DIFFERENT SENSORS MAY HAVE (IFFERING VIEWING GEOMETRIES,
MAKING MATCHING AN REGISTRATION OF SPATIAL OBJECTS
DIFFICULT.

* VARIABILITIES DUE 7O DIFFERENT RESPONSES TO THE ATMOSPHERE.
QRIATION&: DUE TO GIFEEMING RECORDING CRITERIA, FORMATS AND /
ST

ANDARDS.
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(MISMATCHES BETWEEN GIS DAT:\

AND REMOTE SENSING DATA

» SENSOR RESOLUTION MAY NGT BE SUFFICIENT TO RECORD
SPATIAL FEATURES USED FOR POLYGON DELINEATION.

* GIS FEATURES MAY NOT BE VISIBLE IN IMAGES DUE TO
NON-STATIONARITY OF OBJECTS (E.G. CROPS, WATER
BOUNDARIES, BURNS, ETC.).

» GENERALIZATIONS USED FOR BASE MAP MAY CREATE
SPATIAL DISPLACEMENTS WITH RESPECT TO IMAGE DATA.

+ DIFFERENT GIS SOURCES MAY HAVE SPATIAL ERRORS
BETWEEN THEIR RESPECTIVE BASE MAPS.

» IMAGE OBJECTS HEFLECT SEASONAL VARIATIONS.

(/'f

\—

SEIDAM Data Sources \

Sateilite:

LANDSAL & o
SPOT 3
ERS-

JERS-1
NOAA/AVHRHA
MOS-1A, B

Aircraft:
CCRS SAK (X, C - polarimetric;
CCRS MEIS (pusn brogm scanner}
CCRS AMSS

NASA airborne SAR 1X L, ¥ - polarnimetric)
AVIRIS, TMS

Field Measurements:
GIS informaion
OTM
Ground calls
Ecosystern criemistiy
Meteorciogical data /
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SEIDAM SUMMARY !

< SEIDAM INTEGRATES DATA FROM MULTIPLE SATELLITES,
AIRCRAFT, FIELD DATA, GEOGRAPHIC INFORMATION SYSTEMS,
AND ENVIRONMENTAL AND FOREST MODELS IN QRDER TG
RESPOND TC QUERIES ABOUT THE FORESTS,

o SEIDAM BUILLDS ON THE SHERI TECHNOLOGY.

« SEIDAM WILL USE NEURAL NETWORKS FOHR SPATIAL !
KNOWLEDGE ACQUISITION. :

« SEIDAM IS AIMED AT THE DATA MANAGEMENT PROBLEME
FACING REMOTE SENSING OVER THE NEXT DECADE WHEN
MORE THAN 60 SENSORS WILL BE GENERATING IMAGERY
OVER THE GLOBE.

» SEIDAM PRESENTLY INCLUDES 50 EXPERY SYSTEMS
MACHINE LEARNING WILL BE USFD TO EXPEDITE THE
CREATION OF KNOWLEDGE AND NEW EXPERT SYSTEME.

PR AR
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RADIOMETRIC CORRECTIONS FOR QUANTITATIVE ANALYSIS
OF MULTISPECTRAL, MULTITEMPORAIL AND
MULTISYSTEM SATELLITE DATA

Morir Faare [ e
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i RADIOMETRIC CORRFOTIONS FOR QGUANTIFATIVE ANALYSIS OF
I

5 MULTISPECTRAL. MULTITEMPORAL AND MULTISYSTEM

i SATELIITE Data

erard GUY O and Nine ba sl
INRA. Biochmatolneie
B RIS MONTEAVET Cedex (Prances

ABSTRACT

The quariiiazive analvsis of muluspecrral multiemporas erdior muiivstem date must be based
on radiometricaily corrected satellite data . onverred irio bidirecnoruil reflectance factor at the
yround level in a first part, the differeni juctors affecting the sciellite dara are analvzed
instrument modulanion transfer function (MTF i absoiute calibraiion of the sensors and non-
coincidence of homologous speciral hands, armospheric rifecis. topographic effects. target
firecrional effects. in a seconi part the procedure which must be followed (o obtain
radiometrically corrected data is presemed ang rhe eHecrs of disturbing facrors on
mudtitemporal, muinangular and mugisvstem analvsis are discussed

- INTRODRUOCTION

The quantitatve analvsis of multispectial multitempora] andior muifisvsiem sateibte data needs

to use data which can be directlv compared. The best way far abtaining comparzble data 1s to
transforra the satellite digiral counts into physwcal parameiers siach as the bidirectional
reflectance factors at ground jevel. for example. But. this physical approach is only used by a
few authors becanse it needs a strong phvsical hackground (G 1997 Gu et al., 1991), Most
of the thematic applicanons of satellite data are hased o0 a stanstical approach which give an
casiest way for transforming the digital connts of 1mage dixels into th

those of an other one
(Cicone et Metzier. 1984: Colwell ef Poulton, 1085 Criet et ioone. 1984 Bildgen et al.. 1989:
Rover et aj.. 1987,

Ihe radiomenic daia acquired by the satellite senwirs oo 4

y B N T A S
cattected by 3 sermes of fagiors

DrODeT Characteristics of the Sersors wuon as they madulation rmnster function (MTE)
aftecting the spawial resolution:
zhsolute calibration of the sensors and non-comeidence of homologous spectral bands
the effects of which vary as a function of the shape of 1arpet specira:
Sun zenith angle and the Earth-Sun distance affecing the ipadiance:
ammosphernie effects; |
wpographze effects:
Viewing geometry which effects depend on the non lambertan characteristics of the
target and on atmospheric conditions:
temporal effects depending on the evolaton of the target characteristies.

VAR



At the present time the effects of these tactors are well known. However, for a quanutauve
analysis of satellite data it is necessary w determine the refanve weight of these factors in order
to determine the corrections which can be neglected and whicli must be pertormed. For this
reason the effects of the different disturbing factors will be analyzed 1n a first part and i a
second part the relative weight of the corrections will be discussed for guantitative
multitemporal, multiangular and mulusystern image analysts

2 - EFFECTS OF THE DIFFERENT Fao TORS 0N SATELLITE DATA

The discussion will be mainlybased on the anaivsis and mtercomparison of SPOT-HRV and
Landsat -TM sensors which have three homologous spectral bands (green, red, near-infrared).

2.1. Modulation transfer function (M. 1 ©

The MTF of a satellite imaging sensor corresponds 1o the atienuation of the ampiitude of input
signal variation as a function of frequency. It 15 determnec by the signal transter characteristics
of many different components (imaging optics, sensor, signal processing electronics),the
atmosphere and more (Leroy, 1990}, To simplitv matter we will confine ourseives to the MTF
of the instrument as a whole, which s the sum of the inwvidual MTEs of each component. The
instrument MTF 1s represented by a coetficien: between (0 and | which depends on the
frequency at which the signal varies (the smalier the coetficient, the mgher the signal attenuation
due to the instrument). The instrument MTF can be defined as the Founer transforin of the
instrumental impulse response (Leroy, 199, {n order to reconsatute the signal received at the
instrument entrance, one must therefore divides the Fourter sanstorm of the output signal by
the appropriate instrtument MTE.
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Figure 1 : Variation of MTF of Landsat-+ 1hemats Mapper as a function of spatial
frequency. (adapted from Schowengerdt et ai . 1985

To correct the image we need the MTF vananon as a tunction of the spaual frequency. Since
these dala are not available for SPOT-HRV instrument we developed an approximate model by
establishing a comparison with results obtained for the Thematic Mapper.



The image acquired by a satelliteborne imaging instrument is recorded by sampling the target
area at sampling rates determined by the instrument design. In the case of SPOT HRV operating
in the multispectral mode with nadir viewing, ihe rate is one sample every 20 m. For Landsat
Thematic Mapper one sample is taken every 30 m. The MTF effect is greatest when adjacent
pixels show maximum contrast. This corresponds to a spatial frequency of f/2 which 1s known
as the Nyquist frequency. An ideal imaging instrument is one for which the MTF has a value of
unity for all frequencies below the Nyaquist {requency and zero for all those above.

For real instruments, the MTF corresponding to the Nyquist frequency is always less than
unity. As the spatial frequency of landscape variations falls, the MTF tends steadily towards
unity. This can be seen in figure ! which shows the variation of the MTF of Landsat-4
Thematic Mapper as a function of Spatial frequency {Schowengerdt, et al., 1985).

Referring to figure 1, we note that the vanation in MTF between 0.1 fe and 0.5 fe is practically
linear. For frequency of less than 0.1 fe the value of MTF 1s unity. ‘We thus chose to model the
variation of the MTF of the SPOT-HRV instruments according to figure 2. The MTF

corresponding to a given pair of horizontal and vertical spatial frequencies was determined by
simple linear interpolation from the values given in Tabie 1.
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Figure 2 : Model for correction of MTF of SPOT-HRV 1maging instruments (FTMn : MTF at
the Nyquist frequency) (Guyot et al., 1990)

Table 1 : MTF values for SPOT | and ¢ HRV instrumenis measured before launch at the
Nyquist frequency.

Satellites SPOT-! SPOT-2
Spectral bands XSl | Xs2 XS3 XSl XS2 XS$3
Horizontal MTF 0.41 0.38 0.36 0.42 0.42 0.41
Vertical MTF 0.48 0.41 0.28 0.49 0.46 0.38
Mean MTF 045 | 040 0.32 0.46 0.44 0.40
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To correct the image, we first determine the two-dimensional Fourner transform of the raw
image. We then correct the image of the Fourier spectrum by dividing the real and imaginary
values for each pair of horizontal and vertical trequencies by the corresponding MTF values.
By applying the inverse transform o the image ot the corrected spectrum, we obtain an image
corrected for the instrument MTE. This method has been validated on SPOT data acquired on a
test site (La Crau) in the south-east of France (Guyor et ai.. 1990: Gu, 1991, 1992).

Figure 3 shows the frequency of the correcnons applied to the different pixels of an image. The
correction is larger than 10% for more than the halt of the pixels and it is greater than 50% for
13% of the pixels. This effect is observed because the correction applied to a given pixel
depends on that pixel's immediate environment. MTTF correction thus contributes to the
improved interpretation of satetlite uiagery

Frequency (%)

- " : 1
[E— | !

i

I
1 :
; {
I !

SR N TR S O =
SiE -4l 20 40
Relative gifferences (%)
Figure 3 : Frequency tustogram of correcuons applied to the digital counts of the pixels of a

SPOT-1 (HRV-1) image acquired or October 16, 1989 over La Crau (South-East France, KJ
49-262) (After Gu, 1992}

Contrary to methods mvolving the use of filters, which reduce the information content of the
corrected imagery, the correction of MTF etfects enables us to reconstitute the radiance counts
corresponding to the different target objects while at the same nme bringing out the boundaries
between the different elernents (fields, eic.) and the texture of each. It must be noted, however,
that the reconstituted radiance counts {radiomeuc values) are those reaching the satellite-borne
imaging instrument outside the tarth's atmosphere. The corresponding ground-level

reflectances are determined by correcting firs: for mnstrument MTF effects then for atmospheric
effects.

2.2. Absolute calibration and non-coincideance of homologous spectral bands

The comparison and the combination of muititemporal and multisystem satellite images requires
also knowledge of the absolute calibranon coefticients of the satellites. One of the most efficient
methods used for the determinaton of these coefficients in the visible and near infrared domains
is based on measurements performed at ground level on a test site (Slater et al., 1987; Santer et
al., 1992; Gu et al., 1990, 1992). When these coefficients are known they can be used for the
determination of the intercalibration coefficients of the sensors. The most accurate method

e



consist in: calibraing the different sensors the sue day on the same test site (Gu et al., 1991).
However. 1if these data are necessarv they aie noi sutficient for interpreting multitemporal and
multisystermn sateliite unages. The measurea radiances at the satellite ievel will depend on the
shape of the reflectance specira of the wrpets and on the relative spectral responstvity of the
Sensors.

As shown in figure 4, the relaive spectrat response ot the sensors SPOT-1 HRV and Landsat-5
TM is different. The homologous spectral bands do not coincide and are centered on different
wavelengths. The equivalent radiance 11+~ measured in the spectral band comprised
between the wavelengths » - and » - i< defined hy the following relationship :

i
; P viod
H
’.1' 2’ o
o
i
1

(H

with : 12} : target spectral radsance:

S{x) : relative speciral sensitivizy of 1he ensor.

As the radiance ot a target viewed by 4 satethite sensor varies generally with the wavelength, the
differences of the spectral sensitivities of the sensors in homologous bands induce differences
in the measured equivalent radiances. These differences can be either positive or negative
depending on the shape of the reflectance spectra. For example, the vegetation must have a
larger radiance in TM-2 and 3 bands than 1» homologous SPOT XS1 and XS2 bands but, in the
near-infrared the two sensors must give practically the same equivalent radiances (Figure 4).
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Figure 4 : Vanaton of the relative spectral response of the sensors SPOT-1 HRV and
Landsat-5 TM compared 1o the reflectance spectra of a bare soil and of a dense plant canopy.
(after Guyot and Gu, 1992)
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2.3, Atmesphernic effery

ground level the siadiance hay foes (i
absorbed by ataiespheiz gus
aerosols and the raqiauon rerlecic!
the atmosphere. Moreove thie qaG
components : the radration ot
atmosphere, the optical pawn radi
reflected by the surrounainy anc o

g on dmmbpt’senc diffusion; and the ¢
nnosplhers
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Figure 5 @ Schenmiaue 2p oA Loelioois o target radiancs rmedsured a

satellite level. (After Guvet, Twxy,

The apparent reflectaice woter

4 Doaddeinie eve R, can be schematcaiiy considered 4s
equal to the sum of the conwibunen of e atnospnere and of the surrounding Kys and of the

reflectance measured at grownd evet Ky, g muitiplied by the atmospheric trausmitance for the
double path (1,)2



B 710 o v 1, (2)

if one consider a particular @argel. 1 s evident from equation {2) that the reflectance at the
satellite level. wall vary with atmospheric conditions Eguation (2) also shows that the same
value of Ry, can correspond to different reflectances at the ground level, depending on the
relative weights of atmospheric transmittance and opteal path radiance. Moreover these effects
vary with the considered spectral band . the shorter 1s the wavelength, the larger is the effect of
atmospheric diffusion. These different effects are well known and different codes such as 5S
(Tanr¢ et al.. 1990} are used opcrationally for the correction of atmospheric effects. Table 2
tlustrates these atmospher:c effects for two different targets viewed on the same SPOT image :
a dry pebbly soil with a scarce vegetation (La Crau séche) and imigated meadows with dense
vegetation (La Crau umiguéel. One can see that the percent relative difference between the
reflectances at satellite level and sround level s strongly dependant on the target reflectance and
on the considered specoal band.

Table 2 : Atmosphernic erfecis 0. the measured reflectance at satellite level over La Crau test
site 1n the South-Est France. fa rau Séche: dry pebbly soil with scarce vegetation, La Crau
[rrguée : rngated meadows with dense vegetation. {SPOT image acquired on September 30,
1989 with an horizontal visibifity of 20 k-

Parameters h S SPOT channels

o GreenaXSU | Red (XS2) Near-IR (XS3)
Ry (%) | 5 6.4 59
(ta)® (%) (double path) W R E 64.4 68.2
i.a Crau Séche %

| Ro (%) 8.6 23.8
Rend (%) : i 8.9 26.2
100(Ry - Rengs/Rens . ib5 7 9.3
La Crau Irmiguée \ 5
Raa (%) P i1 315
Rena (%) | " 73 37.6

L I00(Ra - RegRgne vl t 50 -16.2

When the normalized difference NDV1 @+ used for determiining the standing green biomass or
monitoring it evolution with the tme, the atmospheric effects can induce some large distortions

at the satellite level as shown in figure 6 if Ry.4 and Rug are the measured reflectances in red
and near-infrared bands, NDV1 is given i:v -

NDWE={Rap K Koot U Rap ot Mg (3

The same value of NDVI can be obtained with the combinations of different values of Rgeg and
Bxir at the ground level or at the sawetlite ievel. Figure 6 represents the variation of NDVIgnq at
the ground level as a function of the red reflectance for different constant values of NDVI,,, at
the satellite ievel. As the red and near-infrared reflectances are differently affected by
atrnospheric conditions at the satellite level (Table 2), the calculation made for a clear

/eu
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Figure 6 @ Vananen of NGV, an e grouna ¢ funehon o1 the red reflectance for

different NDV 1y, vaives determined au the satel e igves coontinucus bnest The calculation is
based on SPOT data acauired over the Sourr Fast France (04 15/27. 20 km honzontal
visibiinty)

As the near-inirarad U TEABRC ANV HRE oo gmte wide (720-980 amy comparatively to
those of SPOUT or Landsat Y™ {790-890 and 780900 nm respecuvely) 1t inciudes some strong
atmosphenc absorpuon teatures due w O, CO- and HoO. For this reason the data of NOAA-
AVHRR have a larger temporal an.dmhs,y than SPOT or Landsat data. As one of the main use
of NUAA-AVHER s the global monitoring of the vegetation, it is absolutely necessary to
correci the atmospheric effects oefore using s dara. if the raw data are directly used some
WIOnNE Wmierpretations can be drawr;,




2.4 Topegraphic effects
hires different eriects are generaliv combined {Frgure 7

e onenmaiion OF e nurinal 1 we slope with respect W the Sun positon affecuig the direct
and Giffuse vmadiance in a mounuinous ared « pixel cain be on the sunny or on the shady side
wiiere it Just recelves e diifuse irradiance (part AR ot tizure 7).

The swrounding relief can mask e Sun tor one part of the slope (part BC of figure 7) and
car reduce e wiftuse iradiance by masking one part of the solid angle under which the sky 1s
viewed. I he masked part of the sohd angie the slope receives the radiation diffused by the
vieweq siope wilch 1s generaily less intense than the sky diffuse uradiance and has a different
speciral composition.
the wutude resuces the atimosphenc diffusion and absorption because the
densest part 0! e atmosphere cont@ining Hie hedaviest aerosol load can be below the viewed

dica.

Clhencieasing ot

Morcover, Lomparatively w s sdine ubjects on g ilat and honzontal surface, the directional
properties of the refiectance are atfected by the siope (Hugh and Fret, 1983)

“a

R Dhrect radiation

. .

A N

BN . . Diffuse radiation
e Normal to ’/*
. ~ . thesurface -

RN Nojmal o the suriace T < v g

- . e, ) o~ ~ o o

o ; Reflected radiation <~ i ,
~0 l'

Pigare 7 1 SChemaiic represeniaiind of 1radidnce COMpORents in 4 mountainous area. (adapted
from Proy, 1986)

Lo correct these etiects it 1s necessary 10 use a digiial terrain model enabling to determine the
siopes, their onentations, the snadowing effects.. The main difficulty consist in the
determination of the diffuse irradiance from the sky and the environment and of its directional
distnbution:. Different correction methods have been proposed by Kawata et al.(1988), Civco
(1989, Le Men (1989), Ranson et ui.{ 1986}, Dave and Bernstein (1982), Proy (1986).
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2.5. Directional effecty

As natural surfaces are aoi general ban utusers, differences in viewing
geometry affect the signal measurca an the wuleliine evol. Bigure 8 shows an example
corresponding to measurements periormed o the o sie selected for SPOT calibration (pebbly
soil. sparsely covered by a low vegetatror: i the South-East France (Gu et al., 1990; Guyot et
Al 1990: Santer et al. 1992 {ine of the reasons for the selection of this test site was the
limited angular variation of ity bidires tonal reflectance factor. However, Figure 8 shows that
this angular varation cannor be negiccted. When a plant canopy is considered, the angular
variation of the bidirectional reflectance fzctor van be considerably large and it depends on the
canopy geometry and on the spectrai beand considered (Guvot et al., 1980). The correction
factor which must be appieid for a off-nadi ewng 15 then dependant on the considered target.

2 4

Figure 8 : Relative variation of e mdirectional reflectance factor of La Crau test site
expressed as a function of nadir measurement. he conventric circles correspond to zenith view
angles and the graduating of the external circle indicates the azimuth with respect to the Sun.
Measurements performed with 3 SPCYT simulation radiometer Culy 27, 1988, 11h52 U.T.)

3 - IMPACT OF THE DIFFERENT PFEOYTS ON IMAGE QUANTITATIVE
ANALYSIS

As we have seen, the hest way tor obiainiy conmparable saiellite data is to transform the
satellite digital counts into retiectance 41 the ground level This goal can be reached by the use of
a step by step procedure. The first step consists m correcting the instrumental effects and more
particularly the MTF in order to obtatn digital counts proportional to the radiometric signal at the
entrance of the satellite. These corrected digital counts are then transformed into radiances at the
satellite level by using the calibration coefficients. The apparent reflectance of the pixels outside
the atmosphere is then determined by dividing the apparent radiance by the equivalent solar

AR
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irradiance at the satellite level. The solar wradiance ou a plane perpendicutar ¢ the Sun direction
and situated at the mean Earth-Sun distance is ziven i the charactenistics of the different
satellites. The equivalent solar irradiance is therefore calculated as 2 funcdon of the Sun zenith
angle and of the real Earth-Sun distance. When the apparent reflectance is obtained it is
transformed into ground level reflectance by usmg an atmospheric transfer code. But this
reflectance corresponds only to the real ground reflectance if the viewed area is flat and
horizontal. If it is not the case the "ground level reflectance” corresponds to that of an imaginary
horizontal flat surface. The real ground level reflectanice is obained after the introduction of
topographic corrections. Moreover, if we want 1o compare data obtained by different satellites
and/or under different view angles 1. is necessary 0 add correcuons of spectral effects and of
the viewing geometry.

out

This procedure is rather corplex oui it imus? be fotlowed when accurate quanntative analyses of
satellite data are necessary. For iiustraung this conclusion three different cases will be

successively analyzed in order 1o show the etfects of the aifferent tactors.

3.1. Multitemporal image anaiven

It is well known that the reflectance of naturai suitaces vary with the tune as a funcuon of plant
growth, soil moisture... Multitemporal sateiiite data can be used 1o monitor the evolution of the
bidirectional reflectance factors of narurat surtaces or © cover a larger area than that viewed on
a single image. In the first case the phenomenon of 1nterest s the evoluton of the ground
surface reflectance and in the secoud case this evelution will introduce errors which must be
assessed and eventually corrected.

Table 3 : Reflectances (R} of different targets viewed by Landsat-5 TM on September 30 and
their relative differences (Dif.) with the reflecrances measured on October 16, 1989.
. Specwal bands
Targets TMZ (green; N T™M3 (red) TM4 (near-infrared)
R (%) nf. (%; i R{%} ] nt. (%; R (%) Dif. (%)
Crau séche 15.7 L0 2G4 -0 255 5.1
Bare soil 14.4 00 | 164 . +49 24.1 -8.3
Meadows 7.4 o8 a4 00 374 4.3
Frui trees 8.5 35 P0G Lo 26.6 6.8
Forest 1 65 | 183 LT ] 196 3.6
Forest 2 57 1 203 s 18,0 18.0 .1
Swamp 78 02 . 3u 38 | 206 | 24
Lake 150 00, Ss 28 119 | -60.5

In order to show that the emporai ettects cannot pe neglected even for a short time when the
vegetation has a limited evolution, we have considersd two successive Landsat TM images (30
September and 16 October 1989) corresponding o the same area 1n the South East France. At
that time of the year (beginming of the autumn) the vegetauon do not strongly evolves.
However, as shown in Table 3 the retative differcnces between the ground level reflectances

e
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determined from satellite data, show some large relatve differences depenaing o the
considered targets

The Crau séche corresponds to our the satellite calibrauon area. The two torests considered are
Mediterranean forest with mainly evergreen trees and bushes. The very large differences
observed for the lake are mainiy due to the srong wind which was blowing on Sepiemuer 30,

The multitemporal measurements are also frequently performed with NOAA-AVHRK. wWhen
the sky is clear, this satellite can view a given area each day but under different incimations of
the view axis. This inclination of the view axis is accomparied by a varianon of the length of
the optical path within the atmosphere and a varation of the local time at winch the
measurements are performed. As these effects are just connected with a geomewical probief, it
is relatively easy to correct them. However, this correction does niot take into account the effect
of the angular variability of the target bidirectionai reflectance factor. Hoiben et al. (1986) have
determined this effect for three cover types and have shown that this effect is partly reduced by
the use of the normalized difference vegetanon index (NDVI). But, as shown in figure 9 the
NDVI variability remains quite large after the correction of the atmospheric effecis. For
correcting the target directional effects on NOAA-AVHRR daia an empirical approach {utrnan,
1991) or a model (Roujean, 1991; Roujean et ai.. 1992) can Fec used. Figure 9 gives an
example of results obtained after angular correcuons pertorrued with Roujean’s modet { 199 1.

This example demonstrates the interesi of such a correction for the mterprewaion of
multtemporal data .
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Figure 9 : Evolution of the normalized difference vegetauon index (NDVI) along the year
1991 over La Beauce (Paris Basin). The continuous line corresponds to calculations performed
on NOAA-AVHRR data (corresponding to series of 20 successive days) after the correction of

atmospheric effects. The dashed line corresponds to the same data normalized by the Koujean's
model.
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3.2. Multiangular image analysis

The angular vanation of the bidirectional reflectance factor of natural surfaces can be used for
obtaining some supplementary informations (variation fo plant canopy geometry...). These
angular informations can be obtained from SPOT or NOAA-AVHRR data or from the

combination of nadir viewing Landsat-TM and off-nadir viewing SPOT data acquired the same
day.

If SPOT or NOAA-AVHRR data corresponding to different view angles are used, their
com .rison is only possible after the correction of the atmospheric effects. Moreover the time
interval between the different images must be as short as possible in order to reduce the effects
due to the variations of the optical characteristics of the target.

If nadir viewing Landsat-TM images are compared to off-nadir viewing SPOT images it is not
only necessary to correct for the atmospheric effects but also for the non-coincidence of the
spectral bands. Table 4 shows the effect of the non-coincidence of SPOT-HRV and Landsat-
TM spectral bands for measurements performed the same day with nadir viewing. The
observed differences vary as a function of the shape of the reflectance spectra of the different
targets. This effect is amplified by the variation of the spectral composition of the equivalent

solar irradiance in homologous spectral bands (convolution of the sensor spectral sensitivity
with the solar spectrum).

Table 4 : Effect of the non coincidence of Landsat-TM and SPOT-HRV homologous spectral
bands on the ground level reflectance of different targets. The data correspond to images
acquired the same day (October 16, 1990) with nadir viewing.

Targets SPOT HRYV Reflectance Relative difference
(%) 100(HRV - TM)/HRV
Spectral bands Green Red Near-IR. | Green Red Near-IR.
Crau séche 13.1 19.0 26.7 -18 -8 -0,4
Bare soil 13.8 16.6 24.5 -4 -3 -2
Meadows 7.7 7.5 37.8 +3 +15 4
Fruit trees 8.5 12.0 28.0 -4 +8 -1
Forest | 5.9 7.9 21.2 +7 +14 +5
Forest 2 5.3 6.0 19.0 +21 +22 +6
Swamp 7.5 8.6 20.2 +7 +10 +0.5
Lake 12.6 12.0 7.8 -7 -17 +40

3.3. Multisystem image analysis

The combination of multisystem images 1s done in order to reach different objectives :
multitemporal, multiangular or multi-spatial resolution analyses. Besides the different effects
which have been analyzed, the essential problem is that of the intercalibration of the sensors.
The MTF effect plays also an important role when data corresponding to different spatial
resolutions are compared. For example, if the analysis is performed at the level of NOAA-
AVHRR pixels, the comparison with averaged SPOT or Landsat data is affected by AVHRR

/oas
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M1F (companson of @ singie pixel with the average value of a large number of pixels
eliminatng the MTF effect.

{r multisystem mage analysis the observed differences are generally due to the combination of
different effecis. As they can have opposite actons their global effect can be smaller than the
isolawea effect of a given factor. As an exampie Table S shows the combined effects (spectral,
emporal, directional) on SPOT and Landsat-TM data which can be compared with the data
oreserited in Tables 3 and 4. As the reflectances are generally smaller in the visible than in the
near-infrared. the observed relatve differences are larger in the visible than in the near infrared.

Tabie § : Difterences i the reflectance of different targets due to the combination of spectral,
temporal and direcnonal effects. The data used correspond to Landsat-TM and SPOT images of
September 30 and October 16, 1989. On September 30 the inclination of the SPOT view axis
was 10°. The SPOT image of October 16 (nadir viewing) is taken as a reference for expressing
the differences.

: Tarpets nfferences expressed in reﬂectancel Relative differences

i L %) (%)

Spectral bands | Green ‘ Red Near-IR. | Green Red Near-IR.

| Ciauseene | -2 18 0.6 +16 +9 +3
Bare soil *1.2 1.3 -1.1 +9 +8 +4

. Meadows 05 11y +1.4 -7 25 4
bruit trees 1 4 | .3 +1.5 +5 -3 +5

 Forest! |4 13 1 09 | 19 16 4

i Forest 2 , 2.0 ‘ -18 -1.6 -38 -30 -8

| Swamp |05 | -1 1.1 12 12 5

e | 12 a0 88 | 10 73 113

4 - CONCLUSION

Tlis short review sbows thai a large number of factors affect the comparison of multispectral
multitemporal and/or muitisystemn satellite data. The effects of these factors can be quite large
and it is absoiutely necessary to correct for them when a quantitative analysis 1s performed.

Sorme corrections such as the MTE effect, the intercalibration of the sensors, the solar
equivalent uradance, the Sun elevauon, the atmospheric effects... can be relatively easily
performed. Some others such as the spectral , directional and temporal effects are more difficult
to get under control. They will induce effects equivalent to a noise which will necessitate to
uitroduce a threshold ror the significance of the observed differences. this threshold will vary as
a funcion of the charactenisucs ot considered instruments and targets.
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MULTIVARIATE ANALYSIS TECHNIQUES
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Apparently, the assumption 'hal i
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Common sense showed that & oe-o=7 ¢ . cononioor e
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H 1

H 2

H 3
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Diff .
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With structure elements addsd .o . SR I SN
The "new® definition of .afarma. 1o | ; « SO Ledma T 2 Udende,

Conclusion: for sp
components) analys
to be superior to
to these methods.

Spectral Feature Extraction

Initially (1i973/1974;,
[N.H.W. Donker and N..
even for cclour coding,
Most of the time the data
PC3 contained answers to au
plantations as against natural 2
In an experiment for an-board 2.0 -~ VoL

N. Donker, 1979} documenterd tia- e - S s ahie vaowon id
change with scanline!

Back to natural intelligerce ©orw

Q.1 - why are spectyal dars corvois

A.1.1- because there are oriy - s S RN aNY
possibly two, most o o o - coon o aoanaxture of
metal oxides.
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~.1.2~ the reflecrticn rede. -

bandi = Sun., x C23ine A ¢ x reflectance.

nas two commen multiplicat:s factors for all spectral classes,
Sun; and Cos 8!

-2 - are the daza 2Crmansy distributed?

2.2 - no! See the multiplicative reslect.on mocel; ellipses in reflectance
space become ovals 1n reflection space.

2.3 - 15 the assumpt:ion >r Jronogonal factors a realistic cne?

2.3, - nc, even in reflec-ance space, the process 1s that of spectral mixture
inoa mixture triangle of normalised band=
{bagd /L Sun, Igs@. 7 = welgnted ref_actance for band

& -~

. S . . | LA
with corner points o7, 301L, wvater. ([the triangle 1s oblong]

conclusion: for spectral -=ar traction, the assumptions, implicitly made
about crthogonal:- of factors, linearizy {additive) and stability,
are not valid when agpited to nultispectral data.

//,
w4

/" Red+Ir

f

1g. ! Non-linear, non-2rziogonal 2:Zects in spectral daca.

IS

/oo
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Danger!commercial packages assume normal distributions for
Frequency (Class, f1, £2)! As argued under PCa, this is a false
assumption.
-=+ Use a non-parametric classifier such as K-NN for minimum sensitivity
Lo wrong assumptions.

Fuzzy sets, belief adjustment, certainty factors.

Ret. [Mulder,N.J. and H. Middelkoop, 1990]

The maximum belief decision rule is not the maximum truth rule

The maximum belief decision rule is not the minimum cost rule!

Fuzzy logic is redundant as the mechanism of on/off regulators and sensors is
well understood and documented. Statistics of time spent in the on or off

-
1

state are used to calculate likelihoods and cost of error functions.

Neural networks are unnecessarity complicated means of finding decision
boundaries in feature space. In a typical case, the training time for a
neural network was 3000 x training K-NN and the performance was 5% less.
Comparisons in literature of statistical pattern recognition vs. neural nets
are based on the (misjuse of parametric maximum likelihood classifiers.

Ref. [N.J. Mulder and L..;. Spreeuwers, 1991]
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In order tc reach the end goal, a sub goal must be reached with four images
and their co-variance matrix.

These four images should represent the spatial relations between an element
in the original image and e.g. its three next neighbours, for all elements of
Im 0.

1

Instead of calculating a 4 x 4 co-variance matrix from a set of sub-images

{

{{Im(x,y), Im{x+1,y), Im(x,y+1), Im{x+1,y+1}}" we calculate the oo-variance
. . . = .

matrix from a set of images with four components {Im(x,y)}

where Iml(x,y> = ImO(x.y>, Im2<x,y> = ImO<X¢l,y>, Im3(x,y} = Im,ix,y+1)

Im4(x,y) = Im,(x+1,y+1).:

O(
This is equivalent to the following operations:

Iml=copy(Im 0),shift (0)

Im2=copy(Im 0),shift {(left)

Im3=copy(Im 0),shift {up)

Imd=copy(Im 0),shift(up,left)

Both copy and shift operations are put in a single machine instruction
repeated over all "pixels" of the intersect set of Im 1, Tm 2, Im 2, Im 4 and
hence the operation 1s very fast.

Refining the goal state descriptions we need to calculate co-variances of the
goal set pc 1...4, which can only be done after pc transform which requires
the co-variance matric of the set of image "sample* vectors in Tm 1..4 cof
figure 1b.

To calculate a co-variance matrix, a statistical handbook wouid provide a
formula like:
C(l,]) = zk(x - U)(Xj - ]\41 ) /‘ (K - 1,
- Jk J
For the complete C matrix, we need loops for k, i and j, while an average

vector ﬁ must have been precalculated requiring another loop. Cirect

coding of the statistical formula gives messy software.

In theoretical physics, however, we know that the shape of a cioud {cluster)
of stars or other matter can be characterised by moments:

M - zk xt x2 . f. . with P=1+ S
S B T S
and for all members of the set of observation fi . = 1 else fi o= 0
¢ ¥ - ;
MO = Ek Xg. Xg M} = I, x: xf
ko “k * otk
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M =3 x0. xl MY = f, x. K
] ko Jx Ve ol I

The summation is done over all objects in the set with cardinal numper k.

The relation between moments and statistics is:

1 1 .
MO — Kk M 1 &= p,1 x k M™7 «— 11,7 X k
M2 (1,9) e C(1,3)% kep, i X u, ]
or
Cli, i) = Mfi,g) - ubi oy
K X K
Cli i) = wtig) - Mo uly
MO MO MO

Normalizing C(i,j) to k - 1 instead of k does not make sense as, for a single
point, all central moments must be 0 instead of /0!

Substitution of the moments in the covariance formule produces the covariance
matrix from which the appropriate algorithm from a subroutine library like
*Numerical Recipes* will produce an eigen vector matrix and corresponding
eigen values.

The PC transform proper is a matrix transformation per vector of four image
elements

Inl pCl
Im2 | » | BCT | » | pC2 |
Im3 PC3 |
Im4 | pCe |

This image transformation can be *“objectionized" by

Clear image # PC 1
For input j =1 to 4

multiply-add (PC(i,3) x im(j), imagePCi{i)}
next input j
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1.

INTRGDUCTION

Compression of digital images 15 Jdesirable because ot
the large volume of data in the images. ltas espeaaily
useful in applications where many large inages have 1o
be archieved in a limited storage space ¢r where
unages are transmitted cver limited channels
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vector quantization (V) and on the use
pyvramids.
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The final ISO standard for image compression according
to the JPEG will eventually be divided into two parts.
Part 1 will specify the requirements and guidelines for
the JPEG image compression, and Part 2 will contain the
compliance tests taken. Although the JPEG standard
proposal is already widely used in many applications,
it will still be some time before the International
Standard (IS) for the JPEG image compression is
approved.

2.2 Baseline Sequential Encoding

The goal of the JPEG is to develop an image compression
standard for compressing still-frame, continuous-tone
images. The standard should cover as wide a range of
applications as is feasible for a single standard. To
satisfy the demand for versatile utilization the
proposed JPEG standard is divided into four different
modes: sequential encoding, progressive encoding,
lossless encoding and hierarchical enceding. One or more
distinct codecs (encoder/decoder -pairsj is specified for
each of these modes.

Original
8x8 image block

Decompressed
8x8 image block

' 1

FOCT DCT
!
N
i
Quantization De .
quantization
N
A
Entropy Entropy
Encoding Decoding
! 1
Compressed Compressed
image data image data

Figure 1. Baseline JPEG compression scheme.

Although the JPEG provides a variety of possibilities
for encoding, it also gives a "basic” compression scheme -
Baseline sequential coding - for straightforward use. In
the following we shall concentrate on this Baseline
method. This restriction is justified because Baseline
encoding is sophisticated enough for many applications;
it already explains the idea behind maost of the JPEG
modes and because totally lossless methods cannot
provide sufficient data reduction when a huge amount of
data is considered.

The Baseline coding method of the JPEG contains three
sequential steps: Forward DCT (FDC 1), quantization
and entropy encoding (Fig. 1. The processing scheme is
applied to a stream of 8x8 pixel blocks in grey scale
images. The use of smail image blocks takes into account
the fact that the correlation between adjacent pixels is
usually high in images of natura!l scenes. Decompression
is achieved by following the processing steps in the
opposite direction: entropy decoding. dequantization
and Inverse DCT (IDCT.

221  FDCT For this step, the image is divided
into 8x8 pixel blocks, each one of which 1s transformed
by two-dimensional DCT, producing 64 output
coefficients (set of basis-signai amplitudes). The
transformed coefficient matrix is ordered so that the
mean value of the coefficients {DC) is placed in the
upper left corner ¢f the grid, the rermairing 632
coefficients (AC) are ordered so that low-frequency
coefficients are closer to the DC value than the
coefficients for high-frequencies.

2.2.2 Quantization After the FDC7T, each cell
in the A4 element coefficient matrix is guantized o a
corresponding value in the predeterrnined quantization
table. This is done to reduce the number of different
coefficient values and to increase the number of zero
value coefficients. Quantization is applied by dividing
each DCT coefficient by the quantization step size and
rounding the result of this divisicn to the nearest
integer. The quantized DC coefficient is encoded as the
difference from the DC term of the previous block. All of
the quantized coefficients (DC+ACs) are then ordered
into a ‘zig-zag" sequence (Fig. 2). This makes entropy
encoding more effident because the nonzero low-frequency
coefficients are placed before the high-frequency ones.

AN AC,

ACq3

Figure 2. Zig-zag sequence.

2.2.3 Entropy Encoding The final step in the
IPEG's DCT -based compression is entropy encoding, in
which the quantized coefficients are losslessly encoded
to a more compact form. Although the JPEG proposal
specifies two entropy encoding methods (Huffman and
arithmetic coding), the Baseline compression uses
Huffman coding only.
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The visual quality of the image Excelient was very
good. The image High was also quite good in the visual
examination although some compression effects were
seen. The visual quality of the image Fair was poor - the
size of the compression blocks (8x8 pixels) was clearly
visible, and all the edges were heavily smoothed.
Despite this degradation in visual quality, we used the
image Fair in the test as an example of a case in which
the compression has become too large

For the test 50 homogeneous linear features were chosen
from the center area of the images. The features selected
were larger than the compression blocks and were
situated on areas where geometric degradation wass
likely to occur (edges with large intensity variations)
They were homogeneous in the sense that all were about
70 pixels long and represented the edges of roofs

This test set was repeatedly measured on ail test images
using manual pointing - 20 times with the uncompressed
image and 10 times with the compressed images. The
linear features were pointed with visual interpolation.
In this, sub-pixel pointing was achieved by zooming the
viewed image area so that every pixel on the image was
doubled before pointing.

The root-mean-square errors (rmse} for perpendicular
differences between the endpoints of linear features
were calculated. These root-mean-square errors were
combined to represent the pointing precision ¢f the
linear features on each image.

To test the accuracy of the JPEG image compression, we
kept a set of average features from the Criginal data as
a reference when the rmse for perpendicular differences
in the compressed test sets were calculated. The set of
average features was formed by calculating averages
from the endpoint coordinates of the linear features
measured.

A set of average features was determined for ¢ach test
set. Features from these sets were directly compared
with the set of average features from the Onginal set
Again, root-mean-square errors for perpendicular
differences between the endpoints were calculated

5.2 Pointing Precision of Linear Features on

Test Images

The pointing precision of the linear features on test
images was calculated according to the test
arrangements. Features with a perpendicular difference
greater than 3 times the root-mean-square error of the
corresponding data set were kept as gross errors and were
rejected. The pointing precisions of the lincar features on
test images are presented in Table 1.

Compressed test sets were compared with the Crginai

set one by one. The hypothesis H, in our case 15 written
as

2 2
Ho: BOngmal = SCompr&sscd

Fable 1. Pointing precision of linear teatures on test
imdges presented by maximum error {rnax vy,‘- and root-
mean-square error {rmse). These values are expressed in
pixeis. Degrees of freedom for differeni test sets are also
presented (v).

Test sets
compression ratioy | Ty rmse v
Onginal 0.90 + 028 1842
Excellent (1:7) 0.84 + (.27 886
High i1.15) 088 =02k 878
Fair (1:06) 1.15 B RCEY 864
and H, .
Ho Aregra # 6‘?(0"“9”55“ _ ()

he Fotest was used to test the statistical sipraficance ot
the hypothesis above. The ratic between the sample
variances was used as a test parameter

- {3
T‘rtumprgssmi
The hvpothesis Hy is rejected with the rnisk & if
24 E‘l«;/?‘.UCn@uA, \K‘omptmsai) (<)
ar
R 1 )
Py Z(UCompressed N 'UO'ng;ma])
where Uerngunat UCompressed AT€ the degrees of freedom and F

represents the F-distribution. The signiticance levels on
which the appropriate null hypothesis H, can be
rejected are presented in Table 2.

Table 2. The test set Original and other test sets are
compared by using the F-distribution. The significance
level on which the appropriate null hypothesis H,can
be rejected 1s shown in percent. The test 15 based on the
values presented in Table 1.

Excellent (1.7) 1 High (1:15)]  Fair 11 661

80 . % 99.7 % 99 & %

"he pointing preasion on the set Exceilent does not
ditfer from that on the set Original. These test sets are
also wonsidered equally distributed according to the F-
test But in the set High there is a difference between
the compressed set and the set Otiginal HMowever, the

7
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finding that the set High is even more precise than the
set Original is somewhat surpnising. One explanation 1s
that the staircase effect on the test images is smoothed
through image compression, and so the pointing is easier
to repeat. The pointing precision in the set Fair is
clearly poorer than the precision in the set Onginal.
According to the F-test. the sets Fair and Original
almost surely originated frem a different data
generation process. The compression used in this case ts
simply too large - the pointing of lincar features is no
longer unambiguous.

5.3 Pointing Accuracy of Linear Features on
Test Images

The set of average features from the Original tmagoe
were used as a reference when the rms errors for
perpendicular differences were determined. The results
from these caiculations are presented in Table 3. The set
of average features from the compressed images was also
direclly compared to the Original set ot average
features. Results from these comparisons are shown in
the Table 4.

Table 3. The errors for perpendicular distances
calculated by using the set of average features from the
Original data. Maximum errors (max v,) and root-mean-
square errors (rmse} are presented. Values are expressed
in pixels. Degrees of freedom for different test sets are
alsc presented (uv).

Test sets
{compression ratio) | X Vv rmse v
Excellent (1:7) 1.00 =030 884
High {1:15) 1.40 £0.31 878
Fair (1:66) 3.32 *0.65 864

Comparizon of the results in the tables shows that the
set Excellent is very close to the set Original The set
High is also guite close to Original. However, the
values in Tables 3 and 4 indicate that there may be
errors of & systematic nature in some features of High. in
Fair the number of large errors has grown so much that
the difference from Original is obvious.

After the test we checked the features that caused the
largest residuals in the set Fair. The linear features
having the four (4) largest misplacements in a
perpendicular direction were caused by the fact that the
image compression ratio was too large for those objects.
The original edge had either disappeared totally or
been smoothed so badly that the pointing was more like
guesswork. In two of the cases the disappeared edge had
a similar kind of linear feature in the close
neighborhood. This coincidence caused 4 systematic
erTor in the pointing.

Table 4. The difierence between tho set of average
features from the test set Original and the set of average
features from the compressed test sets. Maximum error
{max v} and root-mean-square errors (rmse) are
presented. Values are expressed in pixels. Degrees of
freedom for different test sets are also presented (v).

Test sets
) . max v, rmse U
fcompression ratio) Y
Excellent (1:7) 0.27 =01 99
High 11:1%) 0.73 S 1S 99
Fair (1:66) 2.7q - .50 Ga

6. CONCLUSICNS

We have empirically studied the geometne effect of
IPEG image compression on full-coler images. The visual
quality of the image Excellent (compression ratio 1:7)
was very good, and no remarkable degradation in the
geometnic qualitv of this image was found in the test.
The visual quality of the image Migh (1:15) had
slightly detericrated when compared with the Original
one. A small geometric degradation effect in the case
High was found in the test - some of the linear features
were misplaced. In summary, Baseline JPEG image
compression does not have a geometric effect on the
image geometry when compression ratios of about 1:10
are used. Some geometric degradation effect may occur
with higher compression rates.

QCur examination was based on the use of visual pointing
instead of numerical feature extract:on methods. We
believe that the results are applicable when digital
images are used for visual, interactive mensuration in
workstations. The use of [PEG image compression might
have varying effects to different kinds of numerical
feature extraction methods. This 2ives a topic for
further research.
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interpretation purposes, cspecially when
digitized material is used on occasional basis by
non-professional image int~rpreters. From
economical point this is also feasible as the
marginal costs of color photographv, compared to
black-and-white, are rather low todav.

Sterco workstation is a prerequisite for utilizing digital
stereo imageries in interactive manner. The technology
for stereo workstation is available and several
photogrammetric stereo workstations have been
designed and implemented fsce e.g. the review by
Dowman, 1991).

The objective of this paper 1s to study requirements of a
stereo workstation when it is targeted to be a tool for an
end-user of digital stereo imagery in GIS environment. in
this respect we want to further promote the
"democratization of photogrammetry” (Leberl, 1991)
We try to define general design principles and we also
summarize ideas presented earlier by us (Sarjakoski,
1990; Sarjakoski & Lammi, 1991; Lammi, 1992).

2. ENVIRONMENTAL SETUP FOR
WORKSTATION DESIGN

Personal-computer based text processing have radically
changed our attitude towards the production of
"typewriter-quality” text and publishing: typing was
considered as a profession and the technicalities of
making printing originals were often considered as an
obstacle for making printed publications. Today we
hardly have any typist in an office, rather, there is a
"multi-job" secretary who might help in finishing of the
machine-readable documents made by the oxperts in
various fields. The desktop publishing scftware has
made the conventional typing fully obsolete in many
areas and reduced the costs significantly.

We claim that easy-to-use stereo waorkstations
integrated with geographical information systems will
have impacts comparable to the described changes
above. Interpretation and mensuration of sterec
photographs will be made by non-professional
"operators” - to a great extent. Photogrammetric data
collection will not be regarded as a mapping project but
rather just-on-time (JOT) principle will be foliowed in
data collection.

The attitude towards stereo workstations will be 1n
future very much the same as it is towards office
automation today. Environmental setup wiil be such
that

» Each user has his own workstation (read: @ man
machine interface to a computing devic
consisting at least of a graphics display
keyboard and a mouse)

* The price of the workstation 15 %0 low that it
economically appropriate to supply ecach user
with his own workstation. even if he does not use
it continuously

+ All the necessary pleces of software is accessed
thoreugh this interface.

* Manv pieces of the software are integrated to be
part of larger information systems.

* All the software follow a uniform intertace design
principle or standard (Motif, Windows, Apple
windows, SunView etc.).

* The systems must be so easy-to-use that the
necessary training time 1s not more than one hour -
one day, assuming the user already has a basic
understanding of the application domain.

Stereo workstation must now be a functional extension
of this single, multipurpose workstation. The necessary
hardware extensions should be minimal.

3. FEASIBLE HARDWARE SOLUTIONS

The analysis of the requirements of a stereo workstation
in GIS environment should be started from the analysis
of functional requirements. To lay out a foundation for
this work, the feasible hardware configurations of
sterero workstations are here reviewed in the light of
current and near-future technology.

3.1 Stereoscopic display systems

Practically, there are three realistic alternatives for
stereoscopic display system - one of them is basad on the
optical split of the screen while the other two
approaches use the polarization technique. Difference
between the polarization methods is in the type of used
polarization and in the technique of realization.
Stereoscopic viewing in these polarization based
approaches is done either by using passive glasses and
circular polarization or active glasses and linear
polarization. Both of these methods enable free
viewing of the stereomodel while optical split is
always tied on the used mirror system.

3.1.1 Optical split of the screen A familiar example
of the optical split is a mirror stereoscope - stationary
analog images are viewed through oculars and the
mirror system of the instrument forces left eye to see the
leit image and right eye to see the right one. The idea is
exactly the same with this type of stereoscopic display
svstem only the images are changed to the digital ones.
Both images of the stereopair are shown all the time on
the screen {or screens) and they are viewed through a
mirror stereoscope in front of the displas

3.1.2 Polarization approach with passive glasses [n
e polarization approach with passive glasses the
images of the stereopair are alternately shown on the
fisplav A screen-sized liquid crystal modulator
~vochromzed to  alternation with the graphics
hardware - provides different polarization for left and
nght eve images. Special polarizing glasses worn by the
operator decode the polarized images correspondingly
to the left and right eye. This kind of a stereoscopic
fiaplav svstem s realized and manufactured bv

e
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Tektronix. Images are handled in interlaced mode, 1.c,
the other image is displayed on the odd and the other
one on the even lines of the display. This, of course,
decreases the quality of the stereormodel.

3.1.3 Polarization approach with active glasses
The technique in this approach is very much the same
as it was in the approach with passive glasses. Again a
time multiplexed stereopair is shown on the display but
this time the shutter is mounted into a pair of active
glasses. The active system contains two linear
polarizers for both eyes. Between them 1s a liquid-crystal
cell which can rotate light by 90° so that light meant to
the right eye only is blocked from the left eye.
Realization of this approach is done by SterecoGraphics
Corporation with CrystalEyes system. The liquid
crystal cells are synchronized to the refresh rate of the
monitor via a wireless infrared link.

3.1.4 Use of stereoscopic display systems [n Table 1
we have listed the effect of different stereoscopic
display systems on various design aspects. Note that
when display systems are discussed in general there is
also other things to be considered, these include e.g
optimal size of the screen (physical dimensions), dot-size
and available colors (full-color, grey-scale).

There are a lot of applications where stereoscopic
display systems are not necessary. Even some of the
tasks that benefit from the use of stereoscopy can also be
done without it. There also exist people who cannot see
stereoscopically. In all these cases the chosen
stereoscopic display system should not disturb other
work. We believe that stereo workstations based on
multiple screens are preferable in this sense. They give
the best support for the multipurpose principle of the
workstation: all existing software may be used without
modifications, even simultaneously with the “sterco
software” (or even stereoscopic viewing) under the
window system.

3.2 Three-dimensional control

Three-dimensional control over 3D object data 1s
required from the stereo workstation. Ergonomy and
suitability of the three-dimensional control device
greatly affects to the wusability of the stereo
workstation. The control device itself can be a single
device or a combination of two or more devices, possible
choices are e.g. keyboards, mice, trackballs, joysticks,
footwheels, lightpens, touchscreens, digitization pads,
digitizing gages, datagloves. Typically each of these
device produce increments in some device-dependent
coordinate system - how the increments are interpreted
depends on the used software.

Although a variety of different possibilities are
available for three-dimensional control, already a very
modest configuration is adequate. These "basic”
configurations include e.g. a mouse or digitization tablet
with buttons for height control (as e.g. in the DVD,
Nolette et al., 1992).

3.3 Capacity of future workstations

It has been forecasted in a paper by Frank et al. (1991)
that in the late 90s we may see the following
specifications for a personal GIS workstation:

+ a CPU with 500 MIPS,

< 500 Megabytes of main memory,

+ 5 Gigabytes of storage space on hard disks an
additional 50 Gigabytes on optical disk,

-+ a workstation screen with 2000 by 2000 pixels and

+ a communication device with 100 Megabytes per
second transfer rate.

Moreover, they expect that a workstation with these
capabilities will cost about the same as today's
personal computer with moderate capabilitics.

Table 1. The effect of different stereoscopic display systemns on various design aspects

Polarization with passive glasses Polarization with active glasses Optical split of the screen

(Tektronix) (CrystalEyes)
Free stereoscopic viewing yes ves no
Enable multiple viewers yes ves no
in stereoscopic mode
Image resolution 1/2 2 tull
in stereoscopic mode
Multiple screens mandatory no no tyes)
Multiple screens in posstbi sot possible, possible
simultaneous use Jue to flickering
Support for multiple, ves, but reaiistic only i no, because mono windows yes, with

simultaneous programs multiple screens

cannot be used with sterco multiple screens

VA



The progress in computer technelogy 1oday < tavt
that the forecast above can be considered 1o he
it aiso indicates that stereo workstauos
based on « personal<omputer principle, o the DU
dedicated for the tasks of a single user
flexability zand an immediate access tme evon 0oy
whale systerm s ioaded.

4. FUNCTIOMNALITY

The bas:c functional principle o WO R nldb om s
simple (almost nax.g). we have o e able to ode 30
object data that s projected on images The 2 )
data 1s related to the physical three dimensional
reality. This does not mean that 30 objes
the time consistent with the physical restity
depending on the consisiency the follow ng vypes 5 370
object data can be found:

Jaita s all

«  (O1d data. This was relevant v the past ol e
the reality has changed

o Current data. This s consisteni weiiy

« Data of planned situation. This type o dais
describes the physical reality i the futur

We need only three different tools o achieve the
required functionality, those tcols are create ')"wn:,
delete object and modify object. As a matter of fact »ven
the modification tool is unnecessary because all nriec
can be modified by first deleting them and ther ¢ 'snm;_
again in a modified form. However. this approact i non
very intuitive and it is also wrong i the deptivy o the
object instance is wanted to be preserved.

The actual editing of 3D object data can be dope in many
ways depending on how the object parameters ave spver
and who is in charge for cditing. in this coniex we
divide editing modes into four groups: stereoscopi
editing, image-wise editing, editing with automat:
height control and automatic editing. Stereoscopic
editing is done when stereoscopic vision s used for
editing of 3D object data. Editing becomes irnage-wise
when two or more images are used indeperddendy for
editing. Editing with automatic height contraot
example of semi-automatic approach - user seiects the
targets to be correlated and the corvelation process gets
the match from one or more images. Sutomate edinng
in case when 3D objects are edited withour manua
intervention,

5. IMPORTANT TECHNICAL 1SS0
5.1 Viewing tools and windowing

Because the technique used SIOreQ WOTksIatin:

different from the one used in analytical plotters wome
ditferences will also arise in use. Ir analytica. plotiers
we have easily used the techrugue of fixed measuring
marks, moving images but in the stereo workstatons the
paradigm of fixed view, moving graphics 1s the one ir

prevail The approach of fixed view. moving eranbics

Ty

L BOL DNy MOTe eCONOTIC o reahize than the approach
af fixed measuring point, moving images but in the case
e stercoscopic viewing 1t is also more ergonomic and
B nuitive. Stereo workstations also contain a lot of
DO embedded. A good example is the
superinpesinon of graphics which is an expensive
accessory in analytical plotters but which 1s always
ible 0 cach window of the sterec workstation.

Although the sctual work is done on a fixed view, a new
Lxed area has 10 be accessed within a reasonable time.
However there is no real-time requirement on the

ange of the viewing area. Typically the change of the
wiewing area could be done e.g. by pointing the area of
terest from an overview image or by using the scroll
vars o1 stde ralers) in the windows. In some cases it
coulid be wise to allow automatic change of the fixed
ew on edges of the fixed viewing area - when edges
are confronted, change 1s automaticaliy done. In case the
apdate of 1images is realized very fast, the illusion of
meving images might be given. Note that all these
meihods are supposed to be served as alternatives for
heuser  they do not exclude each other.

Do adimost self-evident that stereo workstations have
i oo designed on the principle of multiply windows.
This approach is already familiar from many
appiications, such as text processing, graphics or
drawing programs and 3D CAD programs.

i hie approach of multiply windows, there seems to be
o ned for at least following windows: overview, mono,
sterco and zoom window. Any of these can be hidden
anil needed. The overview window contains an image
from the whole working area in low resolution, it
enables quick change of the viewing area and makes the
general location easier. Images in meno windows are
1sed for all work that does not require sterenscopic
viewing. Beside orthophotos, also the left and right
image of the stereopair are shown in mono windows for
image-wise aditing. images of the stereopair are show
an the stereo window in such an relation as the used
sterecscopic displav system requires. Usually the
position of the stereo window is strictly tied on the
dimensions of the monitor and can not be moved from
ihiz position. To enable a closer look of images, a special
roere windows have to be provided. o our opinion, this
1+ better approach than the direct use of mono or stereo
window's for zoomed images because good control of the
nerghborhood of the zoomed area is never fost. When 3D
atects are edited the results of the editing should be
srejected o all windows containing the object in hand.

S 4 Toels tor inanipuiating graphical objects

e an wdea of how to change the conventional ways
Cmeaturing to more flexible ones, we shortly describe
Teomanpulation of graphical objects insterco

cristenhons, & varety of commerciai design/drawing
~ttware have achieved such a functional maturity in
et data manipulation that they should, in some
oxtent, be taken as a model while designing tools for
stereo workstations. Some of the principles used in these
software seem to be even so good and commonly accepted
fmar s bhard to suggest anv better aiternative tor

s
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interactive work in stereo workstations. When these
techniques are taken into use in mappmng applications,
collectior and marmnitenance of object data L,mees as
easy as the use of common drawing programs. Good
examples of advanced design/drawing software are e.g
Intergraph's Microstation, Deneba’s Canvas or Adobes
itHustrator.

Interactive drawing programs, based on the use ot vbject
graphics, work with a very simple pnincipie. Although
there exists a vartety of different object types {eg
point, iine, polygon, closed polygon. rectangle or wlxd,
the way of eaiting 1s very much the same in vach case. A
set of toels or tuncuens are previded for the user in g
menubay or simtlar. Depending on the type of the
functior, 2 tooi can either be used direcly as such
(create object) or it may reguire that user has activated
an objoct or group of objects into wiuch the wol 1
applied ‘dcu:tc oou_\:t, modify obect) In the latter case
object activation 1s done o by pomnung 3 graphical
object with cursor.

In the case of stereo workstations some automation s
possible i tools. Beside completely automatic toois,
some semi-aniomation can easily be reaiized iconuroiled
data collection). The most obvious is a tool for autormatic
height determination when an object is located
manually in one of the images. Because the actual work
is done ir GIS related applications, a sutficient amount
of topology reiated tools bave to be etther embedded or
available in iools (e.g. snap tc an neighbor object). In all
cases, even with the most advancd object manipulation
tools, the editing prnaples adopted from  the
design/drawing software are valid.

5.3 Graphacs superimposition

The graphucat display of object daw on the image is
called superimposition of data. When stereoscopic
viewing 15 concerned we can correspondingly speak of
stereoscopic superimposttion. Generally the overlay of
graphics is done with fully covering wireframe
techniques. it 1s hikely that supenmposition of
wirefrarnes oniy 15 not optimal for visual perception and
when purely covenng colors are used, vision of the
image parts under the graphics s blocked. An
alternative for pure superinposition is the use of such a
transparent overlay that enable wvision of image
through graphics.

Transparent graphical laver for an mage can be
achieved by transforming the image inio another color
space than RGB and doing the overlay of graphics in
this new color space. The applied color space
transformation have t¢ be such that it separates the
luminance and chrominance values of the ymage
Selected objects are then drawn into the
channeis keeping the tuminance unchanged  The mver.
transformation applied to this image gives e
superimposcd result. If this tvpe of transparent overfay -
are used it peComMes nCECeSsdry W mdnpiiate the P
values o Jdigital rmages directiv. This reguirement
nakes 1t ciear that :miy COPIES O ONEIna: iMmages are
used and these used cop

Nrormimance

TOVEeT wAViaT s e thy

The IHS color space is one possibiitty to do transparent
overlays. The components of this color coordinate systern
- intensity, hue and saturation - are easy to perceive
because of the similarity t¢ human vision. Actualty
there are quite many color spaces 3. HLS, HSE and
HSV) that have same or similar corcepts but they
normaliy diifer from the [FHS mo by the used
coordinate systern (Foley et al, 1890 39C
cases the intensity (luminance, brighiness, valuej is
kept unchanged, while the values 1 hue and saturation
are changed for transpareni superimposition. Beside
these color spaces, it could be interesting to
properties of some direct transformations from RGB
space Lo another Cartesian 3D color space.
spaces include the YUV- and YiQ <olor models (Foley
et al., 1990: 589-590).

These color

The use of transparent graphicai superimposinon does
not mean that wireframes may ot be used at all, On the

contrary, both of these techniques are used so that the
best possible resuit is achwevec. Tt seems quite
reasonable that even the transparent objects arc
enclosed by wireframe graphics Proper aatialiasing
techniques have to be used for quality superimpoesition
of edges.

5.4 Sub-pixel accuracy

It is well known that objects can be measured trom
digital images with sub-pixei accuracy. However, many
of the used numerical techniques arc oted for
automatic interpretation and measuring of argets (e
points, control points) that are not interesting in the
sense of interactive GIS applications. 1%
discuss here are merely dewve
superimposition of graphical objects

e

red  for sub-pixet

Sub-pixel accuracy can be achieved by perionming reai-
time resampling of images on =ome interval fess than a
pixel. Use of this technigque expects that a fixed
measuring mark is used instead of moving graphics. in
realizations with moving graphics a method for sub-
pixel pomtmb is e.g. the use of a set uf convolved cursors
where “the system automatically selects the cursor that
best represents the sub-pixel positicn at any moment’
(Helava, 1991)

Ore of the most straightiorward methog to achieve the
sub-pixel accuracy in interactive work is the idea ot
visual interpolation. When the graphical objects are
supertmposed on the image the position of any obed
will be observed by a human by megraung the object
visualiy into its surroundings The Loest possible fit o
these objects can be achieved by edin A
s0 that the neighborhood supports the it visually. The
sub-pixel pointing can be embedded in the graphics
routines: graphical objects o be edited are torced o
move i smaller steps than one piact. This my s sub
e the drawing routines

necessary objects

pivel steps is easy to reahize msic
ot graphical otjects. Simiiar kind of 1dea is used i
ant:aliasing techniques are used for moving in sub-pixet
steps  This antialiasing approach ts, however. a
somewhat questionable because backyrourid under the
graphics is alreadv fuzzv
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gh the probiem of
interestirg, its real importance

overemphasized. Irour cpmwon an acc
0.2

sub-pier g
should

.25 pixel is the tevel that i< SUPPESES 5 b pot s g ok

sterec wworkstation

8.5 integration to other appheation

In this article a steren workstation o fodas e
<4 hat ot

used simultarecusly with other applications like tash
specific planning software. This necessitios t
of data between the system components

lusirates the situation. For the Furpos Lo ration
it is impertant that the communication benween the
systems is realized by using  starcdardizes
communication protocet. How this should be realized |
left open in this study. Some kind of spa:.
language or GeoSCL is needed. howeyer

nt o

borurn

qnur;

i

Regarding the communication hotweer: the G da
management system and the stereo workstalior
software, the need for image representaten standard-,
must be emphasized. We feel streagly  that the digita
imagery must be stored by using ime OIMPTession
methods ke [PEG. [n addition, a standardized methoo
is needed {or retrieving compressed images in tiled form
Representation of the parameter information (Like th
orientation of an image) requires :

well isee Sarjakoski & Lammi, 1

ta bl

standard:?
9GH

> At N
Sarjakoski, 1992).
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6. DIESIGN ISSUES FOR USER INTERFAC L »

introduction of menu- and mouse dre o

“ IR
systems for graphics workstations ha» ooty o
imp(‘;rtan? IMNOVAton (IOr casy-to-use Jaser nievtaces
Gradually all workstation vendors have accepted thorr
use. However, the use of nice ook
guarantes user-friendliness

[

g windows doss pat
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Lesign ol good user interfaces for computing systems 1s a
relatively new field for systemnatic scientific study. Its
voal must be in understanding how to facilitate efficient
huinan-computer interaction - the term efficient covers
a4 broad spectrum of ergonomic, psvchological, cognitive
ind other aspects.

Framk or st 1992y have dentified user interfaces to be
e of the most important items for GIS rescarch in the
redr iuture. In this section we want stress the need for
systematic use of some methodologies in the design of
user ntertace(s) tor a stereo workstation. Two specific
1ssues  user models and metaphors - are studied more
Jlosely

6.1 User models

Lser modei refers to a systematical implementation of
the important features describing the user. The main
miterest in the user model research is in systems which
an adapt themseives to different users at run time. The
most important function of user models is to predict user's
actions and preferences and change its functionality
aceordingly, for instance in database search. Rich(1983)
has devised three dimensions for describing user models:

i} ure model of single canonical user versus a
coilection of models for individual users,

1 modeis describing explicitly by the system
desigrier or by the users themselves versus models
inferred by the system on the basis of user's
betavior,

viomodels of fairly long-term user characteristics

such as areas of interest or expertise versus models
ot relatively short-term user characteristics such

@5 the problem the user is currently trying to solve.

Hrajnik vvat (1990) list three advantages of using user
models. the economy of interaction, user acceptability
and eftectiveness and efficiency of the use of the target
system.

5.2 Metaphors

A metaphor is a “figure of speech 1n which a word or
phrase denoting one kind of object or action is used in
rlace of another fo suggest a likeness or analogy between
thern' Websters Third New International Dictionary).
Receruly metaphors have been referred a lot in studies
related to the user interfaces. The desktop metaphor
first popuiarized in Apple Macintosh uses concepts and
icrms ke “document”, “folder”, and “put into a
rashear” nstead of more conventional computer terms
directory ' and “"delete a file”. The power of the
v o etaphors 1s based on the idea that novice users
'+ thewomputer can use it as a helpful tool without need
fo stusdy the computer terminology . Its functionality will
meardesstood through analogy

e
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connecied by using a SUSI hink. An Sptoimagnenc
diskunit with cartnidges of 500 MB s used to store the

Compression/decompression is done by
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nontor (Raste )pa; Sony 197 with RasterOps
768 ’4 bt full-color graphics card) whule the
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24N 11527882 24-pit tull-color graphics
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The steres workstation at the Finnish Geodenc institute

15 cased on the fixed view, moving graphics -paradigm.
it 15 designed 0 have several windows tor a single
stereomodel. One of these windows is totally reserved
for stereoscopic viewing and it is placed alone on the
steTCuscopic display monitor.

Because used dibhat images are quite iarge they are
handled in parts, te., displayed windows contain only a
small part of the onginal image. When some other part
is warted to be displaved 1t has 10 be read from the
migss StOTage. The setection of the viewed area s done
by pointing the area of vmevest on the overview image.
This overview image is a lower resclution version of the
oniginal (Ief) image.

The selected werking area is displayed on the mono

wirdow {one for cach image). These mono windows may
be used whenever steresscopic viewing is not needed. A
pair ot speaial zoom windows is provided for a closer
ook ot images. These zoomn images give also a
possibility 16 do more scourate visual iaterpolatuon
:oediing. Image for SIereoscopis viewing s
produced from the prerecufied mono images cither by
dupiicating columns or feaving every other ling trom the
away  These anages are shown on
SEOTCOMIOIOT it over the

UTIAEEs the

aycebye
.!bx.i.

Windows o0 tarnng

data Cdsr e
appiv o the
strictly  tred the
Several images can b
restriction of the RAand

y the displaved image
Meved nude the menitors i‘u> does rt
steree window because i1
dunensions of the stercomonstor.
bpcned simultaneousty inswde the
space (32 MB)
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An ordinary twee bulton mouse 1s considered as o (0
input device. All the steps produced by moving the
mouse are handied as increments in the model space,
Thiret dimension is achieved by reading the center and

oo button presses as hewny imcroments. Model

space coordinates of the 3D point are changed to the
ground coordinates and this point is projected to the left
and nght image.

8. SUMMARY AND CONCLUSIONS

lin thns work we have regarded a sterep workstation as
an end-user tool or system for the uulization of stereo
imagery and other data stored in GIS database. The
idea of multipurpose workstation is emphasized. A
stereo worksiation is a functional extension of an
ordinary graphics workstation. The necessary hardware
extensi;ons should be minimal.  The cost of the
workstation have to be so low that each user can have a
workstation dedicated solely for him.

The workstation software should be designed to support
interactive work as well as possible. The principles of
many CAD and drawing programs should be followed.
The hixed view - moving graptacs 15 used in them
exclusively. We argue that tor the stereo workstation
software it 15 not only the most economical but also the
most ergonorrac solution. Speaal attention should also
te paid to sub-pixel accuracy and visually pleasant
superimposition of graphics.

The issues of user interface design become important as
the workstation is targeted for end-users outsize the
mapping field because "for GIS users, the user interface
15 the system” (Frank et al, 1991). Sound methods
should be developed fer user interface design. We have
vroposed that the methods of user modelling should be
studied and finally applied.  Application and
profession oriented metaphors could be used to make the
system easy to adopt. Each user should be supplied with
his/her own interface.

Strict rodularity should be applied on all ievels of the
system. Geo-database management system must be a
well defined entity or sub-system with a standardized
interface for communication with the stereo workstation
software and other related appiications like a software
for some planning purpose. The same or similar
interface must be for immediate communication between
the stereo workstation software and other applicaton
software. The stereo workstation software itself should
be layered so that it consists of a kernel software and
twols tor compiete tailonng of the user interface
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SUITABILITY OF THE SHARP JX-600 DESKTOP SCANNER
FOR THE DIGITIZATION OF AERIAL COLOR PHOTOGRAPHS

Tapani Sarjakoski
Finrush Geodetic Insutute
Omalankatu 1 A
SF-00240 Heisinki
Findand

Commussion I

ABSTRACT

Digitization of aerial photcgraphs is one of the bottlenecks in the current transition phase in the introg{uction’of fully
digital photogrammertric systems. Owing to their low cost, desktop scanners offer an interesting alternative. ms paper
examines as a case study the suitability of the Sharp JX-600 desktop scanner for the digitization of aerial color
photographs. The structure of the scanner is reviewed. A method for calibrating the scanner geometrically is given anvd
the calibration results are presented. The image quality of the scanned images is analyzed. Finally, a method is
introduced for calibrating the scanner individually for each scanned image.

KEYWORDS: Image scanner, Digital color images, Calibration, Geometry

1. INTRODUCTION

We are currently going over from analog/analytical
photogrammetric methods to fully digital/analytical
methods. Computer technology is now mature enough to
handle large digital imageries related to aerial
photographs. There are available powerful personal
computers or workstations that are well suited for
Interactive work with large digital imageries when
furnished with appropriate photogrammetric/
mapping/GIS software. Mass-storage devices, such as
conventional magnetic disks, opto-magnetic disk-drives
and DAT tape-drives, offer adequate storage capacity for
aerial images, especially if the medium resolution (S0pum
- 30um pixel size) is used.

However, the transition phase is not going as smoothly
as it might owing to certain bottienecks; one of these 1s
digitization of aerial photographs by scanning. High-
precision scanners suitable for photogrammetric work
certainly exist, but their price is so high that they are
beyond the pocket of many potential users of digital
photogrammetric methods.

Owing to their low cost, desktop scanners offer an
interesting alternative for digitization. They have been
designed mainly for use in color publishing tasks. A
typical desktop scanner has a scanning area of A4 or A3
size and a spatial resolution of up to 600 dpi. Spectral
resolution typically varies from 8-bit grayscale to 24-bit
RGB color.

This paper evaluates the suitability of the Sharp JX-600
desktop scanner for the digitization of aenal color
photographs. Some other scanners have similar
specifications and thus the methods and
recommendations discussed here may also have more
general applicability. The emphasis is on the geometric
aspects of the scanner. It is in our interest to establish 1f
the inherent "weaknesses” of the scanner could be taken
into account so that scanned images could be used for

+ The 27h International Congress of Photoarimmerr, 11 Py e

photogrammetric purposes. A calibration procedure and
a subsequent digital rectification process for the scanned
images are seen as a way of producing distortion-free
output umages.

Fig. 7-1
® CCD board

@ OR (Original) cover unit

@ Table glass (in the optical system unit)
@ WB (White balance) sensor @ Fan
Fluorescent lamp unit @ Orive unit
® Lamp unit sensor @ Table drive wire
® Optical system unit ® Lamp unit

@ Left sensor

Figure 1. The general structure of Sharp JX-600".

'Figures 1, 2, and 3 have been quoted from Sharp JX-600 Service
Manual. with the permission of Sharp Electrorucs (Europe) GMBH.

wrneing 2-14.8.1992, Washingron, D.C.. U'SA
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2. OPTO-MECHANICAL STRUCTURE OF THE
SHARP JX-600 DESKTOP SCANNER

2.1 General Description

The Sharp JX-600 is a so-called flatbed scanner. The
original document is held in a moving glass-plate table.
The whoie image is digitized by a line sequential
scanning in which the table - driven by a stepping motor
- is moved (Figure 1). The intensity values within a line
are recorded by a MN3666 CCD linear image sensor,
which has 7500 photoelectronic conversion elements of 6
um arranged in a straight line in a 9 pm pitch. Light is
transmitted from the table to the CCD sensor with an
optical system consisting of a lens and three mirrors
(Figure 2). The reduction factor is 4.7 so that the 9 pm
pitch equals 42.3 um on the plate. The largest image size
is 10200 x 7032 elements with 600 dpi resolution. Color
images are scanned in one pass, and colors are separated
with a flashing three-color fluorescent lamp unit. A
separate lamp unit 1s placed above the table for scanning
transparent originals.

2.2 The Geometrical Quality of Images

Two aspects of the geometrical quality of digital output
images deserve special attention: 1) permanent
geometrica! distortions and 2} repeatability in the
geometrical sense. Given the characteristics of the
SHARP JX-600 scanner, what kind of geometrical quality
can we expect? The following characteristics of the opto-
mechanical structure of the scanner are important:

» CCD-sensor. This construction uses a single linear
CCD array. Taking this into account and also the
type of device (solid-state), the geometrical quality
of a single scanned line is not likely to be
deteriorated.

* Optical System. The optical system can be divided
into two parts: 1) the body of the scanner and 2) the
moving table.

The body of the scanner consists of the CCD sensor, a
reduction lens and three mirrors, all mounted in a rather
robust frame. The position of the lens and the CCD array
can be adjusted with alignment screws. It can be
assumed that the system is stable. The most suspectable
element of the system is the reduction lens, its

FITEY B
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Figure 2. The optical svstem of Sharp [X-6C0

geometrical distortions will directly affect the geometry
of the output image. Moreover, radial distortion would
affect the main-scan direction, and tangential distortion
would cause the image to be bent or curved in the same
direction. Such effects are even likely because of the
rather simple lens used. Any bends in the mirrors would
cause similar effects. Improper angular alignment of the
optical system with respect to the body and the table of
the scanner would result non-orthogonality to the output
image.

The glass plate - part of the moving table - will affect the
geometry of the image. However, the thickness of the
glass plate is not likely to vary so much that it would
cause problems (See also 2.2.3, Flatness of the Table).

221 Guides of the Table. The moving table has
an asymmetric guide system. On the drive- (rear) side
there is a double-U guide with ball bearings that controls
the table vertically and horizontally. On the opposite side
(front) of the table there is no horizontal guidance; the
vertical guidance is realized so that the glass piate of the
table lies directly on a hard-plastic coated track. This
solution does not prevent the table from being lifted from
the track if any force is applied in this direction. Thus the
following image geometry-related features are typical for
this construction:

* Any bends in the two double-U guides would
cause corresponding regular deformations in the
image.

* Any slackness in the bearings of the double-U
guides would cause irregular deformations in the
image.

¢ Any lift in the front side of the table will affect the
image, owing to the "free guidance” of the front
side.

* The asymmetry of the guide-system and the "free
guidance” of the front side may be favorable, as
tensions in the drive system will be avoided.
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Fig. 7-3

D wa sensor @ Pulse motor
® Lamp unit sensor (About 0.02116mm/step)
@ Table drive wire @ Beit2
@ Tabls glass @® Drive pullsy
® Left sensor @ Idie pulley
® Reduction puiley ® Tension pulley
Q@ Belt 1 @ Wire pulley

® Tension spring

Figure 3. The drive system of Sharp JX-600.
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The objective of this phase was to determine the
perpendicular displacements in sub-pixel accuracy. The
displacement values were determined using digital
image processing methods. With the approximate
position of the ideai grid as a starting point, a 4.4 mm x
0.8 mm rectangle was defined around each line section.
This rectangle was further divided into 68 bins (Tigure
5). The pixels having the lowest gray-level values were
located within each bin, and the average of their
displacement values was used as a displacement value
for the bin. Firally, the displacement value for the
whole section was computed as the average of the bin
displacement values.

The procedure described above was developed by trial
and error. It proved to be rather robust with respect to
the distribution or histogram of the graylevel values. As
will be seen below, it certainly produces displacement
values in sub-pixel accuracy. This is due partly to the
method of multiple averaging but partly to the tilted
position of the grids, which causes an aliasing effect on
the lines. Some earlier experiments indicated clearly that
accuracy will be degraded if the tilt is very small (less
than 20 mm over the whole 230 mm edge).

3.4 Estimation of the Error Model

The parameters of the error model were estimated by
least squares adjustment in which the displacement
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Figure 4. The grid pattern and the four set-ups of the
precision gitter used in calibration.

values were treated as observations. All four images
were treated simultaneously using the foilowing the
adjustment model:
DX, = A - CY, +cos(a) dx(x,, y,) - sinfa) dvix v i3y
DY, =B +C X, +cos(a)dy(x, y,)+sina)dxx vy 4

j = index for each image

1 = index for each line section or
observation

XY = grid coordinates of the center point of
line section (the axes of the XY-coordinate
system coincide with the grid Lines)

DX, = the displacement value for Y-axis
directed line sections

Dy, = the displacement value for X-axis

' directed line sectons
A,B, C = the three parameters for free shit
‘ ‘ and rotation of the grid in each of the

images (j)

X, Y, = image coordinates of the center point of
a line section (ij)

dx(x,,y) = thetotal effect (in the sub-scan direction)
of the error model for a line section (ij)

dy(x,,y,} = the total effect (in the main-scan
direction) of the error model for a line
section (ij)

a, = tilt angle of the grid in each of the

images (j).

The parameters for free shift and rotation of the grid in
each image are necessary because the position and
rotation of the grid is known only approximately within
each image. As the tilt angle is rather small, the values of
cos(aj) and sin(aj) are close to 1 and 0, respectively.
Therefore the errors in main- and sub-scan direction will
mainly affect DY and DX, respectively. The adjustment
model is based on the assumption that errors are
repeatable, .i.e, there is no significance difference in the
systematic errors between any two scans. The validity of
this assumption is studied below.

The parameters of the adjustment model were solved by
the least-squares adjustment using the displacement
values of the line sections as observations or sample

points.

Figure 5. A graphical illustration of the method used to
compute the displacement of a line section. The
displacement value is computed as the average of the
value of each bin. For each bin the displacement value is
obtained as the average of the perpendicular distances of
the centers of the "darkest” pixels, using the ideal
position of the line (dark line) as a reference.
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3.5 Summary of the Calibration Resuits
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Figures 9, 10 and 11 display the errors in the direction of
the optics {main-scan direction). It is seen that there are
some systematic errors, particularly in Image 3, that the
polvnomial error model is unable to adopt. The
deformation is caused by the tendency of the glass plate
to be lifted 0.1 - 0.4mm at one end of the scan (bottom),
thus immediately causing thus kind of deformation. The
uitimate reason is that the opposite end of the table
angs in the air” without vertical support

loge | Opews

e

imege ¢ peas

Figure 9. Systematic errors in the optics {main-scanj
direction. The residuals based on the basic model are
plotted image-wise using a main-scan projection.

Xy Uy

Figure 11. Svstematc errors in the optics {matn-scan)
direction. The residuals based on the basic model are
plotted for all the images simultaneouslv 1n 2 window

WA O I NN 1 MAIN-SCIN Droedton

Figures 8 and 12 show the residuals based on the ‘final”
adjustment, in which a window of 10" in the center of the
scanning area is used. The local effects of the periodic
errors have been compensated by using bins of 50 lines.
Observations with residuals of > 30um have been
removed as gross errors. Figure 12 shows that a main-
axis dependent systematic error still remains in the
optics.

[P

imagal, Opace, subaxs promction

lnige & Optca. sb-anss progectien

© e

e 5 Do, mibtais premcien

e € OPRCH e b propaction

Figure 10. Systematic errors in the optics (main-scan)
direction. The residuals based on the basic model are
plotted image-wise using a sub-scan projection.

Al o g, 10 vnch wradens, Optca, 50 e base.

Figure 12. Systematic errors in the optics (main-scan)
direction. The residuals based on the basic model are
plotted for all the images simultaneously in a window
area of 10" using a sub-scan projection.
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Tabie 1 summarizes the statistics of this final adjustment.
The r.m.s.e. value computed from all the observations 1s
7.9 pm. whuch s about 1/5 of the pixel size. There are no
big variations in the r.m.s.e. values of the optics and
drive system, although the values are slightly better for
the drive system. This may be because the model did not
take o sccount all the systematic errors of the optics.

3¢ Conclusions of the Calibration

The calibration procedure described above has convinced
us that cur original assumptions of the geometrical
charactenistics of the SHARP [X-600 scanner are tc a great
exten: valid. The tests have shown that

The use of photogrammetric grids and digztal
unage processing methods is capable of producing
observations with sub-pixel accuracy. The tests
reported In this work show that the accuracy is on
the order at least 1/5 of the pixel size of 42.3 pm.
Addinonal tests have shown that even an accuracy
of 1/10 of the pixel size can be achieved.

» The geometric deformations of the scarmed imaged
are very much as expected: the drive system causes
a periodic systematic error in the sub-scan direction
and tha optical system causes strong systematic
errors in main- and sub-scan directions, due to the
Zad order radial and tangential distortions. There is
also a smaller periodic error in the main-scan
direction that was not considered in our error
model. In this respect the error mode! could be
expanded.

*  The stability or repeatability of the scanning results
15 rather good in terms of image geometry, at least
withun a short interval. The edges of the scanrung
area are problematic, owing to the table's
insufficient guidance system. This should be
improved to provide better vertical support to the
tront of the table.

= he magnitude of the geometric deformations is so
great that they must be taken into account when
the scanned images are used for photogrammetric
purpuses.

» With proper treatment of the systematic errors, the
geometry of the scanned images can be controlled
te give an accuracy level of at least 1/5 of the pixel
«;ze {r.ms.e. value). This level satisfies the
photogrammetric requirements very well.

= Oriv the center part of the scan area should be
used for scanrung aerial photograpns 9" x 9" i size.
Conwol of the geometrical distortions is best in the
senter area of the scanner.

4. PROPOSAL FOR CONTINUOUS CALIBRATION"

The calibration ‘procedure described above relies on the
use of photogrammetric precision gitters which are
scanned separately for calibration purposes. This
approach is acceptable for periodic calibration. In every-
day use the geometric quality of the scanned images
should be monitored continuously. This can be done by
scanning a geometrically precise test pattern or grid
together with each image.

For calibration purposes it would be advantageous to
have a grid completely covering the actual 9" x 9"
scanning area. This is not feasible in practice as the grid
pattern would be rather annoying on the scanned
images. A grid surrounding the image frame would be
more practicable as the frame could then be scanned with
the image. The grid frame could be permanently
engraved on the glass plate of the table. For scannng
transparencies such as aerial photograph diapositives, a
special scattering plate could be made of glass, having
the grid frame engraved. This plate would also improve
the flatness of the diapositive.

A calibration procedure similar to that described above
should be made for each image separately. The
horizontal parts (top and bottom) of the frame could be
used to control the geometry in the main-scan direction,
and the vertical parts (front and rear) in the sub-scan
direction. Note that calibration would be fully automatic
and thus no manual observation work is needed. The
continuous calibration may also be regarded as a quality
control and monitoring phase to confirm that the values
of the parameters in the error model have not changed.
If obvious changes are seen, their reason be pinpointed
and the appropriate action taken.

5. IMAGE SHARPNESS

Image sharpness was studied briefly by scanning a non-
transparent, black-and-white test chart. The chart was
scanned in color-mode at three locations with respect to
the main-scan direction: front, center, and rear. Figure 13
shows the results. In the center (b) 11 or 12.5
lirepairs/mm are visible, in the rear (c) 9 or 10 and in the
front {(a) 8 or 9.

This test, although brief, confirms our general
observation that image sharpness is best in the center of
the scanning area, and that the front part of the image is
somewhat less sharp than the rear. This asymmerty
might be due to the optical system being out-of-focus.
However, this could be corrected by proper adjustment.
The slight unsharpness that remains at the edges is
tvpical of optics-based imaging systems.

Some experiments were carried out to compare color and
gray-scale scanning modes. The results for the color
mode were at least as good as those for the gray-scale
mode. In some cases, image resolution (linepairs/mm) in
he sub-scan direction was slightly better in the color-
mode.

/e
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ABSTRACT

This paper handles the aspect of mewic informauon exwuacuon from SPOT images and focuses mainly on sensor
modelling and the geometric accuracy potential of polynomial mapping functions, and secondly on the use of
these functions for automaied derivation of DTMs and generation of digital orthophotos.

The sensor modelling is based on V. Kraiky's sirict geometrical model. First, an accuracy analysis is provided
based on points of varying definition quality covenng the whole itnage format and having a height range of 1700
m. Different computation versions and an accuracy comparison is presenied. Kratky also provides polynomial
mapping functions to transform from image to image, object w image, and image to object space. The mapping
functions are much faster, easter to impiement, and almost equally accurate as compared to strict
transformauons. The accuracy of these functicns will be assessed. This is crucial, since these polynomial
funcuons are subsequently used for automatic DTM and orthophoso generation.

The automatic DTM generation is based on a modified version of the Multiphoto Geometrically Constrained
Marching (MPGC). The polynomial functions for the image (o wnage transfarmation are used (o define geometric
constraints in image space. Thus, the search space is reduced along almost straight epipolar lines and the success
rate and reliability of maiching increase. The deviaticn of the epipolar lines from straight lines will be analysed
for different image positions, heights and height approximations. The generation of digital orthophotos is fully
automated and is based on polynomial functions modelling the object to image transformation. Aspects

regarding speed and accuracy will be analysed,

KEY WORDS: remote sensing, SPOT, geomewrical accuracy, constrained matching, DEM, orthophoto

L INTRODUCTION

SPOT data is extensively used because of ils geometric
resolution and secured availability, and the stereo
capability of the sensor. This data can suppiy substantiai
topographic and thematic information to GIS. Today,
problems exist firstly in the extraction of the appropriate
information from satellite images, especiaily in an
automated manner, and secondly in the integradon of this
information into GIS. The geometric accuracy of SPOT
has been extensively investigated during the last years.
Different models of varying complexity, rigour and
accuracy have beea developed (Kraiky, 1989a; Westin,
1990; Konecny et al., 1987, Toudin, 1985, Gugan, i987)
up to SPOT block adjustment (Veillet, 1990). Various
tests have proven that the geomerric accuracy potential of
SPOT is below 10 m in both planimetry and height.
However, strict transformations from image to image,
object to image, and image to object space are
computatonally very intensive and pose problems on the
implementation of real-time positioning in anatylical
photogrammetric instruments. Kratky, 1989b, proposed
the use of polynomial mapping functions (PMFs) that are
much faster and almost equally accurate (maximum error
less than 1 m in object and | um in image space) as
compared to the strict transformations. The aim of this

paper is to test the geometric accuracy of PMFs and
check their usefulness for automated DTM and
orthophoto generation. Since the PMFs are derived using
the resuits of the strici SPOT model, their accuracy
depends on the accuracy of the latter. Thus,
mnvestigations on the accuracy of Kratky’s strict model
and ways to improve it will also be presented.

2. KRATKY’S SPOT MODEL

Kratky's model processes single and stereo panchromatic
ievel 1A and 1B SPOT images. It is an extended bundle
formulation considering in a rigorous way all physical
aspects of satellite orbiting and of earth imaging, together
with geometric conditions of the time-dependen:
intersection of corresponding imaging rays in the model
space. The ephemeris data (position and attitude) are not
necessary but they may be used optionally. Orbital
perturbations are taken into account by allowing the
SPOT orbital segment to be shifted with respect to its
expected nominal position. The total number of
unknowns per image is 14 - 6 ¢lements of exterior
orientation, linear and quadratic rates of change for the
roiation angles, a change A f for the camera constant, and
a quadratic distortion in x (corresponding to a shift of the
principal point along the CCD sensor). The quadratic

/e
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rates may be dropped (linear model). Six weighted
constraints keep the orbital positions of the two sensors
within statistical limits from the expected nominal orbits
or the ephemeris data. Twelve absolute constraints are
enforced in order to keep projection centres moving
strictly along appropriate elliptical orbital segments.
Thus, linear and quadratic rates of change in X, Y, Z,
which are eventually used as given values, are calculated.
The minimum number of full control points is 4 for the
linear model of attitude changes and 6 for the quadratic.

3. TEST DATA

A stereo SPOT panchromatic level 1A model over W.
Switzerland was acquired (Figure 1). The inclination of
the sensor’s optical axis was 23.4° R and 19.2° L
respectively, leading to a B/H ratio of ca. 0.8. The
acquisition dates were 20.7.1988 and 27.8.1988 with
significant radiometric differences between the two
images, particularly in agricultural areas. The elevation
range was 350 - 3000 m. The following preprocessing
was applied to the original digital images:

» reduction of periodic and chess pattern noise
o Wallis filtering for contrast enhancement
o Wallis filtering for edge enhancement (optional)

136 points of good to very poor definition covering the
whole image format and with a height range of 250 -

N

2100 m were used as control and check points. They were
measured with an accuracy of approx. 5 m in 1:25.000
topographic maps. Their pixel coordinates were
measured in one image manually, and in the second (a)
manually, and (b) with least squares template matching
using the first image as reference. The following versions
were computed with Kratky’s model:

(a) linear versus quadratic rates of change for the rota-
uon angles

(b) 6. 10, and 30 control points

{c) pixel coordinates of second image determined
manually versus through matching

The resulis (without exclusion of any point) are listed in
Table 1.

The linear and quadratic models give similar results. This
was the case 1n previous investigations too. The quadratic
model gives slightly better results in Y, but worse resuits
n Z with 6 control points. There is a big improvement in
Z from 6 to 10 control points but no improvement from
10 to 30 poinis. There is an large improvement in Z when
the pixel coordinates in the second image are measured
by matching. For the 10 control point version, the manual
measurements lead to a by 85% worse RMS ian Z as
compared 10 the matching measurements! Version linear,
10 control points, matching measurements was selected
for the further work.

NEUCHATEL

A
LAUSANNE

)
GENEVE

orthophoto

A-

A

20 km

s

A controi paint

Figure 1 SPOT stereo model with 10 control points. The test region for
orthophoto generation (map sheet 1225) is aiso marked.
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Table |  Preciswon and accuracy measures for Kraiky's SPOT model using different versions
' RMS of conuol points [m] Number RMS of check points {m]
Versi . L4 of
A v z check X Y z
| points
16 6.1 2.7 21 36 130 8.6 10.0 14.0
Q6 %8 2.3 0.5 4.0 130 8.7 9.7 16.0
10 e s4 1 23 a0 3.7 126 8.8 9.1 1.3
Q10 g, s R i i3 126 8.8 8.9 1.8
L30 P60 | a2 16 42 106 8.5 9.1 11.4
Q3¢ |60 1 42 34 43 106 8.5 9.1 11
L6 T I N Lo 130 8.9 10.9 12.0
Q6 R T Y .2 14 13 89 10.3 14.1
110 =1 52 20 13 35 126 9.0 10.3 6.3
Q10 § 41 i (8 31 126 9.1 9.9 6.4
L30 6.0 4.0 42 4.7 106 9.3 9.3 7.0
Q30 s7 38 3.9 4.3 106 9.5 93 7.0
*.Q ... ... . . Lnear and quadrauc model respectively
tsg .- .. a posterion standard deviadon of unit weight
fman ... .pixel coordinaies in second image measured manuaily
**match....... ... pixel coordinates in second image measured by least squares maiching

4. FAST POLYNOMIAL MAPPING
FUNCTIONS

After the strict SPOT model is esnmated the PMFs are
derived by the following approach (Figure 7). A 5x §
regular grid is defined in the left image. By usiug the
results of the rigorous sciution and three heights (the
minimum and maximum of the scene. and their average),
map coordinates for 75 object points are computed.
These are projected in the right image again using the
rigorous soludon. By using the known coordinates in all
three spaces, the coefficients of polynomial functions to
map from image 10 image. image (o object, and object to
image space (in both directions, 1.¢. 6 polynomials
altogether) are computed by least squares adjustment.
Thereby, the object space 1s reduced to two dimensions
by extracting the elevation, i.e. Z is an independent
parameter connecting all three spaces. One polynomial is
computed for each coordinate 10 be determined, and for
the mappings involving the object space separaie
polynomials are desermined for left and right unage. The
degree of the transformation, the number and the form of
needed terms were determined experimentally. The
degree of the polynomials is 3 - 4 with 11 - 16 terms.
Kratky provides for each mapping two sets of
polynomials, a basic and an extended. The extended has
two more terms mnvolving mainly powers of yor Y. It
should be used if the quadratic model was used in the
ngorous solution. If the linear model was used, then the
basic polynomials suffice. A similar, although less
accurate, approach witk five, instead of three, heights is
also used by the algorithm of the company TRIFIL} which
is integraied in the Intergraph Digital Photograrnmetnc

Station 6287 for SPOT modelling and digital orthophoto
generation.

In our tests the PMFs (basic model) were determined
after the previously mentioned rigorous solution with the
linear model, 10 control points and the matching
measurements. The pixel and object coordinates of the
136 points were determined by the PMFs and compared
o their known values. The differences did not exceed 1
m 1 object and 1 um in image space, thus verifying
Kratky's results. The accuracy of PMFs was also tested
by another method. By using the image to image PMFs
and three out of the four pixel coordinates
{x',v¥,x",y") of each point, the heights can be
determined and compared to the known values. This was
done for the triplets (x,v.x"), (x",y",%),
(x,y,y"}, {x",y",y). The last two cases gave
RMS errors of ca. 135 m, which is not surprising since
the image base 1s approximately in the x direction. The
first two cases gave the same RMS of 6.2 m which s
identical to the results of the rigorous soluuon.

Having established that the PMFs are fast and accurate
2nough the next step was their integration in tmage
matching for DTM generation.

5. MODIFIED MPGC USING PMFs FOR
AUTOMATIC DTM GENERATION

Auwmatic DTM generation from SPOT images has been
extensively pursued and is particularly attractive for
poorly mapped countries. Many aigorithms have been
developed but none exploits geometric information from
the SPOT sensor to guide and support the matching. A
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Figure 2 Derivation of fast polynomial mapping functions

reason for that is the fact that the SPOT sensor is linear
and thus the perspective relations are valid only within an
image line. It was often stated that the epipolar geometry
does not exist for SPOT images and that resampling 10
epipolar images requires a DTM. However, strictly
speaking the epipolar geometry does not even exist for
frame cameras (which is why most bundle adjustment
programs use additional parameters). So, the aim of our
investigations was to check to what extent by using
Kratky’s PMFs an epipolar geometry could be
established.

To check that, the followinaapproach was used. A height
error (two versions; AZ = 50 m and 100 m) was
added and subtracted to the known heights of the 136
points. For each point, these two erroneous heights and
the image to image PMFs were used to transform the
pixel coordinates of the left image in two points in the
right image. They defined a straight line which passed
through the known correct pixel coordinates of the point.
The question that had to be answered was whether by
arbitrarily changing the height, the projection by using
PMFs of the left point in the right image would fall on
this straight line, i.e. whether this straight line was the
epipolar line (Figure 3). Thus, the known height was
sequentially incremented by 25 m in positive and
negative direction (leading to object points like P, in
Figure 3), and the projection of the left point in the right
image and its distance from the straight line were
computed. This distance is a measure of deviation from
straight epipolar lines. The results for all 136 points are
listed in Table 2. The results are identical for both
versions of AZ, and for positive and negative increments.
As it can be seen from the table a deviation of 0.25 pixels
is reached only with a height error of over 7 km! Since
such errors are impossible, even more for matching

which requires good approximations in order o be
successful, straight epipolar lines can be assumed.

Table 2 Deviations from a straight epipotar line for
different height errors

Threshold of | Mean Z error o des.“”’.‘d‘",d .
. viation of 7,
distance to the reach the error 1o reach
straight line threshold thresh of d
[pixel] {km] am
025 7.44 0%
0.5 10.53 0.
1 14.90 (.30
2 21.08 047

The above knowledge was used to modify the Muiuphoto
Geometrically Constrained Matching (Baltsavias. [992)
for automatic DTM generation. The points to be matched
were selected in one of the two images (reference tmage).
For each point, by using a height approximation and an
error AZ as above, the epipolar line in the other image
was determined. If only approximations for the pixel
coordinates exist, then a height approximaton can be
derived by the image to image PMFs from the pixel
coordinates of the point in the reference image and the x
pixel coordinate in the other image. Weighted geometnc
constraints force the matching to search for a
corresponding point only along the epipelar iine This
reduction of the search space from 2-D to {-D increases
the success rate and reliability of the matching resulis.
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Additionally, less iterauons are required and the DTM
production time is decreased. More details on this
maiching approach and extended tests are published in
Baltsavias and Stallmann, 1992.

6. DIGITAL ORTHOPHOTO GENERATION

The object to image PMFs were used to transform a DTM
into SPOT images for orthophoto generaton. The PMFs,
while being very accurate, offer wremendous advantages
regarding speed, a crucial factor for orthophoto
production. The speed can be further increased by
suitable factorisation. As an example let’s consider the
basic object to image polynomial

F(E,N,h) = a'p
with

"

a'=(1 h EN hRE kN E* EN
N? heE? E® EXN h’EN hE)’

T

P = (p, Py - Do)

involving 30 multiplications and 13 additions. By a
suitable factonisation its form changes to

reference image

P, +h(p,+ Eps+ Npg)
+E(py+E(p,+hpio+EPyy +Npyy))
~N(ps+Npy+E(pg + h(hp;; +Np,,)))

(4)

involving 14 multiplications and 13 additions. Even
larger computational savings can be achieved by using
incremental updating of the results of the previous pixel
within the column (or row). Updating in column direction
is faster than row updating as there are less terms
involving N than E. The first pixel of each column can be
updated from the results of the first or last pixel of the
previous column. The implementation of this approach
involves 5 multiplicatuons and 8 additions, and for the
first pixel of the columns 7 multiplications and 14
additions. The respective number for the extended PMFs
is 5 multiplications and 9 additions, and 8 multiplicauons
and 16 additions. A speed increase of factor 3 in
comparison to equation (4) has been achieved. An
orthophoto of a whole SPOT scene, using bilinear
interpolation, needs only 15 min. on a Sparcstation 2.
This is faster than other much more expensive digital
orthophoto systems that utilise special hardware (the
PRI*SM workstation of IS for example needs 20 min.).

The accuracy of the orthophotos produced by the PMFs is
very good. In Baltsavias et al., 1991 accuracies (RMS) of
5 m - 6 m are reported. Hammon, Jensen, Wallen and
Assoc., a California based company that has integrated
our software within ARC/INFO, made tests with 8 SPOT
scenes having big height ranges (up to 60 m - 4200 m).

Fossiblo deviation
orm straight
(“epipolar’) line

straight (“epipolar”) line

reference /

image ray

........................

----------

Figure 3 Approximation of epipolar geometry for SPOT images
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For the orthophoto producaon the USGS 30 m DTM was
used. The accuracy (RMS5) was within 40 ft, and for some
scenes iess than 30 ft, against the USGS 7.5 min.
topographic map.

Digital orthophotos were also produced with the above
mentioned SPOT dam in W. Switzerland (Figure 4), The
25 m Swiss DTM of the 1:25,000 map sheet 1225 (see
Figure 1) having an RMS accuracy of 4.1 m and covering
an area of 17.5 x 12 km was used for the orthophoto
generation. The height range was 680 m - 2150 m.
Orthophotos were produced using both images of the
stereo pair and four different versions. [n all orthophotos
the orthophoto pixel spacing was 8.333 m and the
interpolation bilinear. The implementauon of the PMFs
was either by the incremental approach (fast version) or
by using equation (4) (slow version).

Version |: DTM densification by factor 3, projection
using basic PMFs (from linear model), fast

Version 2: DTM projecuon with basic PMFs (linear
model), theeefold densificadon of anchor points, fast

Version 3. like version 1 but siow

Version 4:  like version 3 but using exiende¢ PMFs
from quadratic mode!

the linear model gave the same resulis as version 3. A
version like version 4 but with anchor point densificaton
instead DTM densification gave the same results as
version 4.

The accuracy of the orthophatos were tested in two ways.
The first test was a relative {innzr) accuracy test
comparing the orthophotos of the same version from the
two SPOT images. Corresponding points should ideally
have the same pixel coordinates. By using template
matching the actual parallaxes {i.e. planimetric map
coordinate differences) were detected. Version ! showed
increasing parallaxes of up to many pixels (mainly in x)
while moving from left to the right part of the orthophoto.
Version 2 showed a similar behaviour bur less
pronounced. Versions 3 and 4 showed a very good

(subpixel) closure between left and right orthophoto.
whereby version 4 was slightly superior in y. The reason
for this behaviour lies 1n rounding errors that in the case
of the incremental approach are accumulating. Since the
processing starts from the top left corner and proceeds
columnwise, it is clear that the errors for versions 1 and 2
increase in the right part of the orthophoto. This increase
1s enhanced by the fact that the heights are larger in the
right part of the image. Version 2 gives beter results than
version | (and it is also faster) because less DTM points
(by a factor 9) are transformed with the PMFs and thus
less errors are accumulated. The errors are larger in x
than in y because the PMF coefficients in x are larger
than in y. To reduce these errors (a) double precision
vanables should be used (which was the case in the
current implementation; however, the heights and the X,
Y coordinates of the DTM origin are 4-byte real
variables), and (b) the first pixel of each column should
be computed by using equation (4). Thus, errors can
accurmnulate only within one column. By computing
stricdy (r.e. by equation (4)) the pixel coordinates of not
the first but the middle line of the orthophoto, the
accumuiation of errors within one column can be reduced
t haif its length. If these precauuons are nct met and the
opuimal accuracy is sought for, then the slow version
should be used. In this case it is irrelevant whether DTM
or anchor point densificaton is used, but the latter should
be preferred as it is faster.

The second test checked the absolute accuracy and used 8
out of the 136 points that were imaged in these
orthophotos. Their known pixel coordinates were
transferred from one of the SPOT images in the
orthophotos through template matching. Thus,
planimetric map coordinates were derived, the heights
were bilinearly interpolated from the DTM, and these
values were compared to the known vaiues. The accuracy
rneasures are listed in Table 3.

Table 3 Accuracy measures (differences) for different opuons of orthophoto generation
absolute maximum average absolute average RMS

Y X X Y X Y
15.0 79 6.4 8.5 7.6 111 8.9
right | 1] 328 17.1 -13.1 5.2 14.3 72 17.9 8.6
left |2 7.5 14.6 14 7.3 35 79 4.5 94

night | 2 182 15.0 6.8 3.7 8.2 6.5 10.1 7.
left | 3 9.7 14.6 -19 77 38 R0 48 9.8
nght | 3 12.8 14.0 37 2.7 5.6 6.2 6.8 7.0
left |4 10.6 4.1 -3.0 72 4.4 7.6 5.5 92
right | 4 15.0 14.2 4.3 4.5 6.0 72 7.8 78

*QOrthophoto from left or nght SPOT unage



-186-

Figure 4 Orthophoto of map sheet 1225 draped over the DTM (1.5x increased heights), seen from north
under 60° zenith angie

7. CONCLUSIONS

It has been shown that with Kratky’s strict
photogrammetric model for SPOT images an accuracy of
9 - 10 m in planimetry and 6 m in elevation can be
achieved. Remarkable is the improvement of the
elevation accuracy though point transfer by least squares
matching.

The PMFs are faster, equally accurate and easier to
implement than the strict transformations. Consequently
they are suitable for use in image matching and digital
orthophoto generation.

A very good approximation of the epipolar line can be
derived from the PMFs. The application of the SPOT
geometry reduce the search space to 1-D thus increasing
the success, reliability and speed of the image matching.

A orthophoto of one SPOT scene can be produced in only
15 min. to a subpixel accuracy (< 10 m). Attention should
be paid to the accumulation of rounding errors when
incremental updating is used.
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Figure 1

(nght pair).

texture. Preliminary invesugations have shown that the
majornty of the edges remain stable. However, different
edges exist due to clouds, shadows, different perspective
views, new edges within fields due to agricultural
activities, human intervention, water level, snow
coverage, changes in the tree canopies etc. (Figure 1). A
method should be developed to try w detect the different
edges through consistency checks.

2. TEST DATA

A stereo SPOT panchromatic level 1A model over W.
Switzerland was acquired. The inclination of the sensor’s
optical axis was 23.4° R and 19.2° L respectvely, leading
to a B/H ratio of ca. 0.8. The acquisition dates were
20.7.1988 and 27.8.1988 with significant radiometric
differences between the two images, particularly in
agricultural areas. Figure 1 shows some typical image
parts with large radiometric differences. The elevation
range was 350 - 3000 m. The following preprocessing
was applied to the original digital images:

« reduction of periodic and chess pattern noise
o Wallis filtering for contrast enhancement

136 control and check points were used with Kratky's
rigorous SPOT model (Kratky, 1989b). 10 for the points
were used as control points with a linear model of the
attitude rates of change. The pixel coordinates were
measured in one image manually and transferred to the
second one by template maiching. The RMS of the check
points was 9 - 10 m in planimetry and 6 m in height.

3. MODIFIED MPGC

MPGC is described in detail in Balrsavias, 1991. It
combines least squares matching (involving an affine
geometric transformation and two radiometric
corrections) and geometric constraints formulated either
in image or object space. The constraints lead to a 1-D
search space along a line, thus to an increase of success
rate, accuracy and reliability, and permit a simultaneous
determination of pixel and object coordinates. Any
number of images (more than two) can be used
simultaneously. The measurement points are selected
along edges that are nearly perpendicular to the
geometric constraints line. The approximations are
derived by means of an image pyramid. The achieved

Radiometric differences due to agricultural acuvities (left pair) and due to clouds and shadows

accuracy 1s in the subpixel range. The algorithm provides
criteria for the detection of observation errors and
blunders, and adaptation of the matching parameters (o
the image and scene content.

In the case of matching of SPOT images the geometric
constraints were formulated as follows. First, given a
measurement point in one of the images (template image)
a height approximation is needed. If the existing
approximations refer to the pixel coordinates, then the
height is computed by using the pixel coordinates in the
reference image, the x pixel coordinate in the second
image and the image to image PMFs. This height Z is
altered by a height error A Z. Using the heights Z+ A Z,
Z - A Z, the pixel coordinates in the template image are
projected by the image to image PMFs in the second
image where they define the geometric constraints
(epipolar) line. The centre of the patch of the second
image which is used for matching is forced to move along
this line by means of a weighted observation equation of
the form

v, = (x+Ax)cosB+ (y+Ay)sinf-p (h

where (x,y) the approximate pixel coordinates of the
corresponding point in the second image and (A x, A y)
the unknown x-shift and y-shift.

Equation (1) is equivalent to the distance of a point
(x+Ax,y+Ay) (the patch centre of the second
image) from a straight line. The epipolar line is expressed
by the normal equation of a straight line, where p is the
distance of the line from the origin and B is the angle
between the perpendicular o the line and the x-axis.

If the patch of the second image does not lie on this line,
then it jumps onto the line right in the first iteration. With
our data, the epipolar lines are approximately horizontal,
1.e. any error in the y-direction will be eliminated night in
the first iteration. An example is shown in Figure 2. Since
the epipolar lines are horizontal, the measurement points
must be seiected along edges that are nearly vertical in
order w0 ensure determinability and high accuracy. Some
advantages of the geometric constraints will now be
presented. SPOT images include due their small scale a
high degree of texture, i.e. edges. Measurement points
lying along nearly straight edges can not be safely
determined with other matching techniques, but with our
approach they can as they lie at the intersection of two

VA
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nearly perpendicular lines. Figure 3 illustrates such an
example. Another usual problematic case 1s that of
multiple solutions. With geometric constraints side
minima can only result if they fall along the epipolar line.
Figure 4 shows an example with and without geometric
CONSstraints.

An extension of our approach, which has not been
implemented yet, is the application of such constraints

tamplate parch )

for the 4 comers of the patch of the template image. This
patch represents a part of the object surface which can be
modelled by different surfaces (e.g. horizontal plane.
inclined plane, 2nd degree surface). Depending on the
type of the surface, the heights of the 4 corner points can
be defined analyticaily. For example, if an in-lined plane
is selected, the heights at the 4 corner points are a
function of the height at the patch centre and the two

tanplate pater 1

Figure 2 Matching without (left) and with (right) constraints. 10 iterations without and 5 iterations with
constraints were needed. The “epipolar line” is the white line in the right image. The black frame
is the initial position and the white frame with the black centre cross the final position.

templata paton_ !
spotl ire cpatl Lre:

tamplate paten_t

Figure 3 Martching along edges without (left) and with (right) constraints.

temg late paten_t
opetl. iret spetl. brad

Lenplate paten_L
opoil. lret

Figure 4 Multiple solution matching without (left) and with (right) constraints.
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inclination angles of the plane. Thus, geometric
constraints can be formulated by using the known pixel
coardinates of all caomer points, their heights (which are a
funcuon of the height at the patch centre and the plane
parameters) and the PMFs (note that their coefficients are
the same for all points). The unknowns to be solved for
are the plane parameters and the height at the patch
centre. This approach is an indirect object-based
matching approach. It has the advantage that permits the
determinauon of the local surface parameters (and not
just the height at the patch centre), and that it constrains
the 4 corners, i.e. restricts the affine geometric
transformation. Using an inclined plane model, which :s
implicitly implied by the affine transformation of the
current approach, the new approach also results in
computational advantages as the number of unknowns
reduces from 6 to 3. However, the problem to be solved s
the a prion determination of a switable surface model.

4. DATA PREPROCESSING AND SELECTION
OF MEASUREMENT POINTS

First, the gradient magnitude images are computed. To
reduce weak edges due to noise, which is very noticeable
in SPOT images, all gradients with a magnitude less than
a threshold T can be set equal to T. The threshold s
selected as a function of the mean and the standard
deviation of the gradient magnitude image (in this case T
= mean - standard deviation). The same function should
be used for both images to ensure equal treatment. The
threshold should not be too high otherwise (a) useful
texture is deleted, and (b) the edges are broken and
significant differences between the two images occur due
to different edge strength. This approach eliminates noise
but also low texture which is however not very likely to
lead to accurate matching results. An example is shown
in Figure 5.

As already mentioned, the measurement points are
selected along edges nearly perpendicular to the epipolar
lines. In order not to reduce the number of the selected
points too much (and thus their density, which influences
the DTM accuracy), points along edges with an angle of
$45" with the perpendicular to the epipolar line should
also be selected. To avoid clustering of good points a

thin-out window for non-maxima suppression can be
defined. To avoud selecting points lying at small and faimnt
noisy edges the points are selected in the first level of the
image pyramid. Qur approach is to match the same
number of points in all pyramid levels. Thus, a selected
pownt must have the aforementioned properties 1n all
pyramid levels. Generally, the approach (o be followed is
to detect good points in all levels of the image pyramid of
the template 1mage and keep the points that appear in all
pyramud levels. However, these SPOT images had a lot of
texture and this was expressed in all pyramid levels. By
going up in the image pyramid. the relative number ot
selected points was actually increasing.

To avoid selecting points at regions of radiometric
differences. especially the ones with a large area extent
tlike clouds), the following approach can be used. Using
the PMFs and an average height of the scene (derived
either from a priori knowledge or from the average height
of the control points used in the ngorous SPOT model).
or a polynomial transformation derived from the pixel
coordinates of the control points, the search image is
registered with the template 1image. If the registrauon
were perfect, a simple subtraction of the two images
would give us the different edges. Since the registration
1S not perfect, an image pyramid is created so that at the
highest level the misregistration error 1s within pixel
range. Then through subtraction, the different edges are
detected by binarising the difference image with an
absolute threshold. This binary image can eventually be
dilated 1n order to avoid selecting points whose patch
would partially fall inside areas with radiometric
differences. These disturbance areas are projected in all
pyramud levels and convolved with the selected poinis in
order to clean the selected points. An example 1s shown
in Figure 6.

5. DERIVATION OF APPROXIMATIONS

In this test the approximations were etther given
manually or denved from a given DTM. The proposed
general approach is the following. After the PMFs are
computed an average height is used in order (o determine
the positon of the selected points in the search image. To
check the quality of these approximations the 136 points

Figure 5 Grey level image (left), gradient magnitude image (middle), thresholded gradient
magnitude image (right)
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Figure 6 Top row: left (left) and right (middle) SPOT image at 4th pyramid level and normalized
difference image (right). Bottom row: binarized difference image (left), image with selected
points (middle), image with cleaned selected points (right)

were projected onto the search image by using an average
height of 1000 m, and these pixel coordinates were
compared to the known ones. The RMS differences were
32 pixels in x and 2 pixels in y, with the maximum error
being 72 and 5 pixels respectively. Thus, a refinement of
these approximations by an image pyramid approach is
necessary. An altemmative approach would be to actually
uransform and resample the search image by using the
PMFs and the average height. In this case, the
disadvantages are (i) the computational costs for the
transformation and the resampling, and (ii) the
degradation of the data. The advantages include: (i)
matching can be performed using only shifts, thus
resulting in computational gains which in case of many
points exceed the loses, (i1) detection of radiometric
differences can be applied as proposed above, and (iii)
since the y-parallax of the co-registered images is very
small, the images can be viewed stereoscopically (which
anyway is required in digital photogrammetric
workstations).

6. ACCURACY TESTS

The accuracy of the matching algorithm was tested by
using the 25 m DTM of Switzerland which is generated
by the Bundesamt fiir Landestopographie. The DTMs of
the 1:25,000 map sheets 1224 and 1225 were acquired.
Each DTM has 701 x 481 nodes in E-W and N-S
direction respectively. The DTMs are produced by
bicubic interpolation in x and y direction, whereby the
known heights are supplied by digitised contours, lake
contours and spot heights. The accuracy of these DTMs

was checked by bicubic interpolation of the heights of ca.
1000 spot heights and comparison to their known values
which have an accuracy of 1 - 2 m. The 1224 DTM was
derived from ca. 107,000 height values and has an
accuracy (RMS) of 1.9 m. The height range is 900 m but
the terrain is generally smoothly changing. The 122
DTM was derived from 252,000 height values, has an
accuracy of 4.1 m and a height range of 1500 m.
Although it is not the most extreme case that can be
encountered in Switzerland, the terrain 1s 1n most parts
steep. Forests cover ca. 20% of map sheet 1224 and 35 -
40% of map sheet 1225. In the latter there are also lakes
covering ca. 4% of the area. Some clouds were present.
The radiometric differences were larger in map sheet
1224 which included agricultural areas.

The aim of this test was o check the accuracy potenual of
the algorithm. Thus, good approximations derived from
the given DTMs were used. The measurement points and
their approximations were derived as follows. First, an
orthophoto for each DTM using one of the SPOT
gradient magnitude images was generated. The points
were selected in the first pyramid level of the orthophoto
by using a thin-out window of 3 pixels (27183 and 26064
points in the map sheets 1224 and 1225 respectively) and
were projected into the original orthophoto images. After
exclusion of the points at the areas of radiometric
differences through subtraction with the orthophotos
from the second SPOT image, 20,180 and 22,592 points
remained. The X, Y coordinates of these points were
readily available (since the images were orthophotos) and
the height was bilinearly interpolated from the given

/
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DTMs. Using the objec: t0 image PMPs, piae.
coordinates were derived and matcinng could be
performed.

For maiching the following 5 different v~riuions were run

Version 1: patch size 7 x 17
constraints, conformal transformauorn

NG geomelne

Version 2: patch size 17 x 17, consvwne, contormal
transformation

Version 3: patch size 17 x 17, consumnis. shifis only

- 3~
[ G I

Version 4:  paich size | LONEERIL . Jonformal

transformauon. grey level image
Version 5: patch size 9 x 9, constranis, «nuts oniv

All versions used gradient magnitude tnages with tie
exempuon of version 4 that used grey iz <t images. The
choice of these versions was based on preliminary
investigations that were performed witn some of the
worst out of the 136 points. The aim was 10 compare
constraints vs. no constraints, grev lew2i vs, gradient
magnitude images, conformal vs. shift wransformation.
and shifts with different patch sizes. Tne case of affine
transformation was excluded a prioc berause in manv
cases it is not stable since the selected »ownts lie at edges
and thus two scales and one shear are aiien nos
determinable.

Some points were unsuccessfully maiched either pecausce
they were transformed outside the search window o
because they needed more than 2 iierauons Table !
shows these results.

Table 1 Marching versions

1224 ComsT

; Successfully lteratons Suc;e&-sfuliy! {teranions :
g maLCth per p()ln[ Ynd{f“&’d per point :
points POIRLS :

T | 944% 56 1% 7

7] 977% 31 9854 12

3] 992% 34 3979 DER
3 1 94a% 49 372% i

S 1 984% 15 58.9% 35

These results were analysed for automauc detection of
blunders. The criteria that have been used for quabty
analysis are: standard deviation of urut weight from the
{east square maiching, carrelation coefficient between the
template and the patch, number of iterations, x-shuft (i.¢
change from the approximate values), standard deviauon
of x-shift, y-shift, standard deviauon of y-shift, and the
size of the 4 shaping parameters (two scales, two shears;
With the conformal transformaticn only two shaping
parameters were used (one scale. one shear). Afier
matching, the median (M) and the standard deviauon of
the mean absolute difference from the median ( 5(MAD)
were computed for each criterion. The median and the
s(MAD) were used instead of the averags and the
standarc deviation because they are robusi agains
blunders. The threshold for the reiecuo: of one criteron

~ay Jehned as M~ N 5 MAD! N owas selected 1o be 3
for atl criteris wiilh the exemption of the number of
ieratons, the tw+ shifts and the two scales which should
be left to vary more (N = 4). A point was rejected (i)
when one of its cnienion did not fulfil the aforementioned
threshold (relatrve threshold derived from the image
statisucs), or (u: une of its criteria did not ‘ulfil a very
osely set threshold. e.g. for the correlation coefficient
1 2 tabsolute threshotd, valid for all images). The same N
and abselute threshoids were used for all versions. Tabie
2 gives informaties on the amount of rejected points.

Tablr T Points rejected by automatic lunder detecuon
R 1225
| £ | Percentage | Percentage
; g over ! Remaining over Remaining
> 1 successiul fpood points) successtul (good poine
poines | poINnis
Ol 16.1% 15987 15.7% 13504
2 A% 17485 12.7% 19417
IS
Pl 9.2% 18173 95.0% 20391
.
4 819 15606 17.2% 18183
SOU08% | 17714 3% 203%4
ke

AS it can e seen trom Table | and Table 2, the amount of
:uccesstuily matchea points decreases and the percentage
of detected biunders increases when (i) no geometric
CONSLraInis are ased (version 1), and (1) grey level
smages are used «version 4). From the remaining
erstons, the ones using shufts result in more successtul
soints because they are more stable (robust) than the one
using the conformal transformauon. The conformal
ranstormation wiciudes a scale which is not always well-
Jetermumnable. Constrained matching needs less iterations
ver point than unconstraint version, especially when only
<fls are used The differences between the two shift
«ersions are mumimal although their patch size differs
consuderably. The above results are valid and sumiiar for
#Olny map sheets n spiie of the different terrain form and
and usage

rar the acsuracy analvsis {wo comparisons were made:

» The matched points are bilinearly interpolated in the
reference DTM gnd and the differences between the
interpolated heights and the heights as esumated by
‘naching are computed (Tabie 3).

« And a rew DTM was derived from the maiched pownts
wd vumpared i the reference DTM (Taole 5).

A



Table 3  Differences of estimated heights (cleaned
data) o heights bilinearly interpolated in
the reference DTM

5 1224 1225
§ |bsolue) pmse absolute | gmse
T at7 | 12 | 420 | 89
2 33.8 8.4 44 8 9.4
3 38.7 9.5 47.6 112
4 40.9 9.6 48.0 10.0
S 41.7 10.2 527 10.7

Table 4 Differences of estimated heights (raw
data) to heights bilinearly interpolated in
the reference DTM

5 1224 1225

§ | absoluie ] pysE absolute | pMsE
1 2033 11.5 158.8 12.6
2 175.1 12.6 157.5 133
3 2512 14.0 236.8 15.9
4 198.8 19.5 224.1 17.1
5 248.7 19.0 298.3 18.3

Table S Differences between new and reference

DTM

g 1224 1225

g absolute RMS absolute RMS
> max. max.

1 94.3 8.9 271.5 19.9
2 93.6 95 235.6 18.6
3 94.7 104 191.6 18.5
4 107.8 10.9 233.0 19.3
5 98.6 104 527 17.0

Table 3 represents the accuracy of our matching
approach. The accuracy is in the subpixel level! The
figures of Table § are worse due to interpolation errors
(330,000 points were interpolated from 16,000 - 20,000
points). Sull the results for map sheet 1224 are close or
less than 10 m. The results for map sheet 1225 are worse
due to the mountainous terrain, many forests and the lake.
With denser measurement points they should be close 10
the results of map sheet 1224 as Table 3 also indicates.

Version 1 (without constraints) is surprisingly good. The
reason is that the approximations were very good.
Additonally the points were chosen along nearly vertical
edges. Thus, the precision in x-direction 1s good and
errors in y (gliding along the edge) influence mimimally
the estimated heights due to the horizontal base.
Additionally, the results of version 1 are based on fewer
points due to many detected blunders (Table 2). This
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reduced density, however, influence the accuracy as it
can be seen for map sheet 1225 (Table 5. The
advantages of the use of the constraints will become more
apparent 1n a realistic case when the approximate vaiues
are poorer.

Version 4 1s worse than the similar version with gradient
magnitude images (version 2). The difference is not s¢
big again due 10 good approximations and many reduced
points for version 4. The shift versions (3 and 5} perform
quite well. Version S gives the best results of Table 5 for
map sheet 1225 due to the small patch size which models
better the trregular terrain surface. and the large number
of correct points which reduces the interpolauon errors.

The improvement of the results due 1o blunder detection
is remarkable. Table 4 shows the same results as Table ?
but for the raw data (including blunders). The results are
as the average 37% worse than those of Table 3.

For visualisation the absolute differences d between the
two DTMSs which are higher than the threshold value tare
combined with the orthophoto and marked as white areas
(Figure 7 and Figure 8). The new DTM was derived from
the points of version 2 and the threshold is defined by:

t = d+RMS(d) )
with d mean of absolute differences.

Differences higher than the threshold can be found
especially in three types of areas (Figure 7 and Figure 8 at
a,bandcy:

{a) At the mountain-ridges and cliffs. At these regions
there are surface discontinuites and forests.
Additionally interpolation errors occur because the
density of the selected points was low at these regions
and thus the terrain surface could not be modelled
correctly (see Figure 9 with the triangles used for
DTM interpolation).

(b) At forest areas, because the matched points are on
the tree tops and the reference DTM refers o the earth
surface.

{c) On the lake surface. The selected poinis lied on
either sides of the lake, and at certain places much
higher than the lake surface. Thus, the large tnangle
that were used for the DTM interpolation {(Figure 9}
were lying much higher than the lake surface.
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Figure 7 Orthophoto of map sheet 1224 with overlay of DTM differences > 17 m (white areas)

225 with overlay of DTM differences > 30 m (white areas)

Figure 8 Orthophoto of map sheet 1
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Figure 9 Triangulation mesh for DTM interpolatuon of map sheet 1225

7. CONCLUSIONS

A matching algorithm for SPOT images was presented
that uses the SPOT geometry to impose constraints that
reduce the search space from 2-D to 1-D. The algonithm
severely reduces the problems caused by radiometric
differences can simultaneously use any number of images
(more than two) and determines in on step pixel and
object coordinates. The use of gradient images magnitude
instead of grey level images improves the results. A
conformal transformation is suggested. However, the use
of only shifts also leads to good results, slightly inferior
to those of the conformal transformation.

Problematic cases like multiple solutions and occlusions
are reduced and the computation times decreases due to0
the 1-D search. An intelligent blunder detection scheme
is proposed that uses criteria derived solely from the
statistics of the resuits.

The accuracy of the matching is excellent (RMS less than
10 m for 36,000 check points). The accuracy of the
interpolated DTM depends clearly on the density of
measurement points and for sufficient density it can also
be in the 10 m range.
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DOW - A SYSTEM
FOR GENERATION OF DIGITAL ORTHOPHOTOS
FROM AERIAL AND SPOT IMAGES

E. P. Baltsavias, A. Gruen, M. Meister
Institute of Geodesy and Photogrammetry
ETH - Hoenggerberg, CH - 8093, Zurich, Switzerland

ABSTRACT

In this paper the concept of a digital orthophoto workstation (DOW) is introduced. The
aim and potential applications as well as the software and hardware requirements for such
a workstation are outlined. The implementation of this concept at the Institute of Geodesy
and Photogrammetry, ETH Zurich, is presented. This development is realised by using
Sun general purpose computers without special hardware. The modular structure of the
software, a friendly graphics-supported user-interface and appropriate input/output
devices are important aspects of the system. Emphasis is placed on flexibility,
throughput, accuracy, ease-of-use and low cost.

Examples using SPOT panchromatic and aerial images are given. This data has been used
for accuracy studies using a strict SPOT geometrical model, generation of digital
orthophotos with overlayed vector information, 3D visualisation (production of synthetic
images and image sequences) and radiometric adjustment of mosaics. Aspects concerning
speed of production and accuracy of the orthophotos will also be addressed.

The importance of digital orthophotography for updating or creating of GIS databases and
the advantages of integration of such raster data in GIS will be demonstrated by an
example of integration into ARC/INFO.

INTRODUCTION

Orthophotos and orthophotomaps are becoming increasingly popular products. They are
easy to produce and they constitute an inexpensive substitute and addition to topographic
maps, especially when the latter are not easy to produce or update. Orthophotomaps
include a wealth in pictorial information and essential vectorial information in implicit or
explicit form as well. The production of orthophotos has been boosted by the recent
advancement of digital techniques. They offer an enormous flexibility and a high
throughput at low cost, without the image quality degradation of the analogue techniques
(losses of accuracy and resolution, difficult mosaicking, especially for colour images).
Although digital orthophotos can be produced faster and cheaper than analogue
orthophotos, their main advantage is that they lead to new possibilities and applications.
The most important of them is the integration of digital orthophotos in GIS. The
orthophoto can be used as one data plane in GIS. Different perspective views,
visualisation processes and simulations can be easily produced and merged with other
attribute, vector and raster data, thus becoming a valuable tool for planning and
environmental monitoring. Furthermore, digital orthophotos pave the way for automated
1image analysis and digital mapping.

Today there exist more than thirty systems for digital orthophoto generation, many of
them commercially available. A brief compilation of these systems is given in Baltsavias
eral, 1991. Many systems make use of special hardware. Thus, their cost is inflated,
the hardware is often not programmable in a high level languague, and the available
software can not be easily, if at all, modified or extended. Other systems have not
sufficient processing power, memory and disk capacity. The software and hardware
modules are often not complete. These are some basic restrictions which led us to the
development of a flexible, powerful and expandable Digital Orthophoto Workstation
(DOW).



-197-

CONCEPT OF A DIGITAL ORTHOPHOTO WORKSTATION

Our DOW concept is based on the following principles:
commercial hardware and software siandards

UNIX operating system

Programming in C and C**

Access to third party boards (e.g. VMEbus, SBus)
XWindows, PHIGS

NFES

powerfuld, flexible, general purpose compuzers without special hardware

workstation based diswributed computing

networking and sharing of the resources

easy upgrading and extension

wide platform of additional third party software and hardware
support of I/O devices especially for image acquisition and hard- and softcopy output ;
availability of device drivers

programmability in a ransportable, high level languague
powerful programming tools

multi-tasking and muln-user capabilides

fast and high resolution display system

powerful window system

high processing speed

sufficient and upgradable main memory and disk capacity
fast /O and bus wansfer rates

reasonable price

modufar and flexible software development

easy modificadon and expansion of existing software

common data formats

user-friendly graphics based interface

hybrid system, i.e. support of manual, semi-automatic and automatic processing

Based on the above principles we have decided to use as the systern platform Sun
workstations. The only addinonal hardware are boards for image acquisition. The
funcdons of a DOW in a full configuraton may be described by the following modules:

1) Input. lmage acquisition (scanning, digitisation) with CCD frame cameras or

2)
3)
4)

5)
6)
7)

8)

9)

scanners. Geometric and radiometric calibration of CCD sensors. Import from data
bases.

Image handling and display. Pan, scroll, zoom, geometric transformations. Mono
and stereo display of images.

Image processing. Noise reduction, edge- and contrast enhancement, data reduction
and preselection, algebraic and logical operations, thresholding and binary operatons.
Image analysis and mensuration. Manual measurement of pixel coordinates and grey
values, 2D and 3D feawre determination by different matching algorithms
(semi-automatic or automatic), feature extraction, line following, various
segmentation procedures, etc.

Orientation, calibration and point positioning. Software for sensors having a
perspective or linear array geometry (model orientation, resection, intersection,
monoplotting).

DTM generarion. Interpolation a!gorithms, derivation of regular grids, contour lines,
profiles, etc.

DTM editing. Verification, blunder detection, clipping, etc.

Orthophoto generation. Differental rectification (simultaneous and sequential
solutions). Orthophotos of images with perspectve or linear array (SPOT etc.)
geometry.

Orthophoto ediring. Mosaicking, aesthetic corrections, editing of individual pixels
and image regions.

10) Quality control. Manual check and editing of orthophotos and hybrid producrs if
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mono and/or stereo display mode.

11} Interactive vector graphics. Generation and overlaying of symbols, annotation,
contours, map grids and legend, polygon and line overlaying, colour assignment,
polygon filling.

12} Raster to vector and vector to raster conversions.

713 Visualisation. 3D wireframe models, shading, integration of raster and vector
(graphics overlay, maps) information, draping of orthophotos, other images and
digitised maps over 3D wireframe models (texture mapping), colour editing,
combination of multichannel images, animation.

[4) Outpur. Soft- and hardcopies. Plotting routines for graphics. High quality film
output. Export to data bases.

13} Graphics and window based user-interface.

image Analysls |
& M‘l‘llumﬁqaf ;
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Gensration

DTM
Editing

image
Processing

Raster/Yector- :
Vector/Raster-B
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Intaractive
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Orthophoto
Editing

Graphle
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Interface
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Extensions for
Minimum Configuration . Medium Contiguration

E] = existing software D = partially existing software
Figure 1. DOW functions of a minimum and medium configuration

Depending on the available resources and requirements a DOW with a minimum, medium
or full configuration can be set up. A minimum configuration may require modules 1), 2),
3), 6), 8),9), 13), 14). A medium -onfiguration would additionally require modules 4),
5), 7), 10), 11), 12), 15) and probably an interface to GIS/LIS data bases (see Figure 1).
A fully configured system would include various high quality /O devices, complete image
processing and remote sensing packages, and would be closely linked to a GIS.

REALISATION OF A DIGITAL ORTHOPHOTO WORKSTATION

A digital orthophoto workstation has been realised at the Institute of Geodesy and
Photogrammetry, ETH Zurich, along the concept previously outlined. The DOW is
integrated in the more general concept of a Digital Photogrammertric Station (DIPS) (Gruen
and Beyer, 1991). Thus. the DOW shares the hardware and software of the DIPS and
forms a subset of the latter. DIPS is based on Sun servers and workstations which are
connected via Ethernet and share the resources using NFS. The Sun network is linked to
VAX, IBM PC and Apple computers for data exchange. Two analytical plotters equipped
with CCD cameras and an external Optronics 5040 Scanner/Laser Plotter can be used for

VAP
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scanning of films and hardcopies, the latter being also used as an output device.
Information on the characteristics of the DIPS and some of its component workstations are
given in Balisavias et al., 1991.

For a comfortable DOW a workstation with the following characteristics is necessary:
sufficient main memory, high computing performance, high bus bandwidth for transfer of
data between memory, frame buffer and disk, sufficient disk capacity with high data
transfer rate, powerful graphics accelerator and optionally a 32-bit resolution display.
With the current state-of-the-art and the expected developments the botteneck seems to be
the bus bandwidth. Among the Sun workstations, a Sparcstation 2 (and even more the
expected new Sparcstation 3) conforms best to these requirements and at a modest price
(the list price of a base system is $25,000). A standard Sparcstation 2 comes with an
8-bit display, however true colour and multiple overlays are supported using the 2D
graphic GS and GT options.

The modules of the currently existing software, with the exception of minor new
developments, are described in detail in Baltsavias er al., 1991. The functions of DOW
for which software exists are shown in Figure 1. Almost all the software (with the
exception of the HIPS image processing package and TOUCHUP, a public domain raster
editor) has been developed within our group. Most parts are written in C with some
individual programs being in Forwan-77. The programs provide for a user-friendly
interface with windows, pull-down menues, sliders, interactive settings etc. based on the
SunView window system. All in-house developed software conforms to the same image
format standards.

EXAMPLES

In the following, we will concentrate on the processing of SPOT images, but also give an
example of aerial photo processing. The geometric processing of SPOT images is based
on the model of Krarky (1989a, 1989b) and related software developed by him. He uses
a strict mathematical model for processing of single or stereo images of Level 1A. The
model permits either a linear or a quadranac variaton of the rotadon angles. Practical tests
have shown that the two models give very similar results. Kratky provides fast
polynomial mapping functions, which are computed after an initial adjustment with the
smict model, to transform from image to image, image to object and object to image space.
These mansformations, whose parameters are computed by least squares adjustment, are
much faster than a strict ransformation and their accuracy difference to the latter is less
than 1 m in object or 1 um in image space. For orthophoto generation the polynomial
transformation from object to image space is needed. Two sets of polynomial parameters
are available: the basic model with 14 parameters and the extended one with 16
parameters. Kratky also provides a module that compares the coordinates of the control
and check points from the strict adjustment to those obtained by the polynomial
transformation, thus permitting an accuracy evaluadon of the latter.

Model Number of Number of RMS con (m) | RMS che (1) (m) { RMS che (2) (m)
control points check points X Y X Y X Y
L 9 17+4 37 44 42 6.6 128 154
Q 9 17+4 3.5 4.0 44 66 124 135

L ... linear model

Q ... quadratic model

RMS con ... Root Mean Square Error for conirol points )
RMS che (1), che (2) ... Root Mean Square Errar for well- and poorly-defined check points

Table 1. Accuracy test for a SPOT single image (scene 53-255, Central Switzerland)

An accuracy test was performed for the image from which the orthophoto was to be
produced. Its results are given in Table 1. All measurements were performed by
students. The points were manually measured in the images and in a 1:25,000 scale

VR
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topographic map. They were pnmarily road crossings. although some less well-defined
points like corners of forest boundaries were also included. The linear and the quadratic
models give similar resuits. The results are listed for two groups of well- and
poorly-defined points with 17 and 4 check points respectively. The accuracy difference
between the two groups is obvious. confirming the strong dependence of achieved
accuracy on the quality of point definition

Figure 2. Shaded relief ¢f tae DTM used for the SPOT orthophoto producton.
DTM data and image: © Bundesamt fuer Landestopographie, Bern, Switzerland

Figure 3. Digual orthophoto wuth overlayed contours and map grid tick marks
DTM data: © Bundesamit fuer Landestopographie, Bem, Switzerland

The ortho hoto, covering a 17.5 by 12 km? portion of the SPOT ima e, was produced
/e



using 1) an extended poiynomial runsformanon Dased on the quadratc model (version 1)
and i1) a basic polvnomial transformanon nased on the linear model (version 20 The a
postericri standard deviation of unit weight {rom the acjustment to compute the
ransformation parameters wasn ¢ and v: 0.1 um 0% um iversion 1) and 0.2 um. 0.1
pm {version 2). A companson of tne coordinates as computed by the strnict modet and the
polynomial transformatens chowed a maximum difference of 1 min objectand 1 um in

T

irnage space, thus confirming Kratky s ~aiues. The DTM daia, derived from digitised

g and was not free of errors ‘see the
The

topographic map contows. had & .
terrace effec:s in the represantanon
orthophotos had a pixel
overlayed contours <t 130
3. The crthophoto was ¢

were produced, as ths
the city of Luceme)

numage. using shading, in Figure 2)
3. A partof the orthophoto (version 1}
now marks 3t 2 kmointervals s shown i i
UM and images of the texture-mapped erman
cerme the mountain Pilawus, west of

Figure 4. Texmre-mapped terrain in paralie. projecuon ipart of an animauon sequernce;

13400
- - ¥ + + +
A ke, E

, 3857906
B
»

e v ’ “~

Figure 5 Planumetric [iffarerces between map and orthophoto
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The planimetric accuracy of the two orthophotos was tested by using 11 check points
measured in one orthophoto manually, in the second one by least squares matching and in
a 1:25,000 scale map. A plot of the residuals for veusion 1 (those of version 2 were very
similar) is shown in Figure 5. The achieved planimetric accuracy (RMS) was 6 m in
Easting and 5 m in Northing, thus fulfilling the requirements for mapping at scales
1:25,000 and smaller. A comparison of these results to the check point RMS of the strict
model adjustment shows that there was no loss of accuracy by using the appproximate
polynomuial transformation solution.

a)

b)

Figure 6. a) Texture-mapped terrain in parallel projecton,
b) like a) but another view with overlayed contours
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The second example refers to aertai images of the Simpion region in southern Switzerlund.
The original DTM had a 25 m gnd spacing. The image data was digitised with a 30 um
square pixel size (corresponding to 0.8 m ground resolution) on an Optronics 5040 from
1:16,000 scale images. Figure 6a) shows the texture-mapped terrain in parallel projection
In Figure 6b) another view 15 shown overlased with contours having an interval of 20 m.

Figure 7. Mosaic of 2 by 2 images: a)onginal, b) after radiomewric adjustment

Figure 7 shows the radiometric adjustment of four overlapping image frames for
mosaicking. The images were acquired by scanning aerial images with CCD cameras on &
Prime-Wild S9 analytical plotter. Due 10 the low dynamic range of the CCDs, the gain
and offset had to be adjusted for each image separately in order to avoid saturation,
leading thus to considerable radiomerric differences.

GISINTEGRATION

First results of the integration of the orthophoto software into ARC/INFO Rev. 6.0 are
presented in Wang er al , 1991. The improvements of Rev. 6.0 made the integration ot
orthophotos very easy. For example, the Image Integrator now provides more choices for
integration of raster and vector data within ARC/INFO. Orthophotos can be easily
integrated (since they are already spatially referenced to map coordinates) and managed in
an image catalogue. Attribute selection operations can be used to identify a subset of
images from the catalogue that are to be displayed as a backdrop to a graphic session.
Since the orthophoto is geometrically corrected, map update procedures (digitising, editing
etc.) with ARCEDIT can be performed on-screen without the need for registration and
rubber sheeting of vector data. The production of cartographic quality orthophotomaps
can be accomplished with ARCPLOT. A combination with the TIN surface modelling
program and GRID, a raster GIS modelling and geoprocessing package, permits a better
analysis and visualisation. The tools within ARC/INFO are functionally integrated at all
times. One result of this is the ability to operate on a whole network of multi-media
informadon types with different data structures. For example, a spatial query can be done
through a display of a coverage (a digital analogon of a single map sheet or laver)
overlayed on an orthophoto. The query can exiract data from a tabular DBMS such as
ORACLE to list attnbutes. One of the attnbutes could be a key to a stored image, CAD
drawing or document image (all these can be indexed to geographic features on a map
using the DBMS). This image or drawing is then automatically extracted and displayed in
another window. This fully integrated concept with access to multi-media data is

fundamentai for future GIS environments.
/e
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PROCESSING SPEED

A comparison of the computing performance for various operations on two Sun
Sparcstations is given in Table 2. All operations include I/O of data, whereby the data had
to be transferred from disk through Ethernet. For the image to image registration, an affine
transformation and a bilinear interpolation have been used. A comparison betwveen
different types of grey level interpolation is shown in Table 3. Finally, the computational
advantages of a densification of the anchor potnts over a transformation of all points from
object to pixel space becomes obvious from Tabie 4.

Sparc. 1| Sparc. 2 | Relation
(1 (2) (1 /(2
Wallis filter (contrast enhancement) 437 20.5 2.1
Image to image registration 39.6 16.9 2.3
Aerial orthophoto generation (10fold AP densification)
bilinear interpolaton 53.0 22.6 2.3
bicubic interpolation 148.2 64.4 23
SPOT orthophoto generation (10fold AP densification)
extended model, bilinear interpolation - 25.8
SPOT polynomial transformation from object to image
extended model, no AP densification - 10.5
Radiometric correction of mosaic 16.4 7.7 2.1
3D parallel view of wireframe model 302.0 134.0 23
3D parallel view of orthophoto 164.0 69.8 23

Units = sec/1 Mbyte of data (e.g. frames of 1000 x 1000 pixels at 8 bit)
AP ... anchor point

Table 2. Computing performance for various operations at different Sun Sparcstations

Nearest neighbour (1) Bilinear (2) Bicubic (3) *
sec/Mb 11.2 17.2 64.1
Ratio: (1)to (3) /(1) 1.0 1.5 5.7

7 Includes checking of all pixels whether they are inside the limits of the digital image
* Includes stretching of grey values to range [0, 255]

Table 3. Time comparison for different types of grey level interpoladon ¥ (Sparcstation 2)

AP 20 (1) AP 10 (2) AP5(3) AP1(4)
sec/Mb 30 34 4.5 9.5
Ratio: (1) to (4) / (1) 1.0 1.1 1.5 3.2

T Includes object to image space transformation and affine transformation from
image to pixel space of all anchor points (for SPOT, direct transformation from
object to pixel space), densification of anchor point pixel coordinates by
bilinear interpolation (with checking of all pixels whether they are inside
the digital image and whether the heights are valid)

AP n -> x, y densification factor of anchor points is n

AP | -> all object points are strictly transformed into the pixel space

Table 4. Time comparison for different anchor point densifications ¥ (Sparcstation 2)
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CONCLUSIONS

It has been shown that a new generation computer workstation, without additional
hardware for speed-up of computing times, may well serve as a dedicated digital
orthophoto workstation. The advantages of this concept are obvious: ease of use,
flexibility in software maintenance, extension and new development, openness to third
party products, compatibility to external groups, full growth potential in parallel with the
computer advancement, and low costs. These are reasons for us to continue with the
further development of our system towards a fully operational and completely configured
unit.

If restrictions in display depth are not a problem, then an inexpensive low end workstaton
(here: a Sun Sparcstation 2) shows a remarkable computational performance and offers an
excellent solution to the DOW system problem. I[n order to give an indication of the
computational performance of a Sparcstation 2 based system, we can extrapolate the
computing time of Table 2 for orthophoto generadon. The computation of an orthophoto,
derived from a full aerial photo (230 x 230 mm?) with 50 um pixel size, would take about
8 minutes. This is much faster than analogue orthophoto production and is tolerable for
off-line production for all practical purposes. A 36 Mbyte orthophoto of a full SPOT
panchromatic scene can be produced in about 15 min.

Of course, computatonal speed must not be the only performance criterium. Nevertheless,
it is still a crucial factor and serves as an argument for system manufacturers to add
expensive hardware. But, considering the advancements in computing power of the lates’
RISC CPUs, which can be expected to be integrated in workstations over the next two
years, we anticipate that computing time, as offered by low end workstations, will no
longer be an issue. This clearly paves the way for inexpensive DOWSs and similar systems
performing other digital photogrammetric functons.

Furthermore, digital orthophotos can be very accurate. A test using SPOT images showed
that even under non-ideal conditions the planimetric accuracy was approximately Sm and
thus can fulfil the requirements for mapping at scales 1:25,000 and smaller. The
integration of digital orthophotos in GIS and the combinaton with vector and other raster
data is straightforward and opens new, exciting possibilities for a very broad spectorum of
users that can now perform their tasks in-house, on time and with low cost.
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ABSTRACT:

Roppongi. Minato-ku., Tokyvo 106, Japan

Sea Surface Temperature(SST) data sets have now occupied one of the

important

systematlic integration of

clements of global and regional environmental data sets. A
SST data set using MOS-1 data has been

conducted as one of the activities for ISY In Japan. According to the
Importance of the physical background for SST retrieval as well as the

practical utilization

of the data set, two kinds of data sets were

developed for validation of S$ST retrieval by satellite data and for
monitoring of the change of SST distribution around Japan [slands.
The data set for the validation was developed by creating sub-images

four ocean

Japan Meteorological Agency.

in which the image centers always correspond to the locations of the
data buoys fixed at the oceanic areas

around Japan by

According to continuous measurement of

SST by the buoys., the precise comparison of satellite data with sea

truth of SST are expectled
data taken [In different

SST retrieval by VTIR data.
Another

to be achieved.
dates were accumulated during three
and they were evaluated in order to derive the optimal

type of SST data set was developed for regional

hundred
years
equation for

More than one

monitoring

of SST distribution around Japan Islands. The data set was created by

superimposing multi-date VTIR data in order to eliminate cloud
generated monthly for
distributlon, especially the yearly change of

and was

monitoring the

cover,
change of SST
Kuroshio Current from

1989 to 1992. The result of the valldation described above was applied
Lo the regional SST data set, which enabled to achlieve the monitoring
of the preclse regional SST by M0OS-1 satellite.

KEY WORDS:

SST Data Set, SST Retrieval by Satellite Data, SST Validation, SST
Monjitoring. Cloud Ulimination, Cloud Discerimlnation.

1. INTRODUCTION

As one of the activities for International
space  Year(ISY) in Japan, a project for
the systematic studies on Sea Surface
Temperature(SST) retrieval usling MOS-1

satelllte data has been carried out under
the supervision by SST Working Group and
the sponsorshlip by National Space
Development Agency of Japan(NASDA}. the
leadlng agency for SST as one of the earth
science project of ISY.

SST has now become one of the major
applications of satellite data in
oceanography and also the SST data set now
occupies one of the important element of

global or regional environmental data
sets. for the SST data set the physical
process for SST rectricval Is qulte

important as well as {ts practical use
because SST may be used for a scientifle
purpose as one of the basic physical
parameter for earth environment.
llspeclally the valldation for the accuracy
of SST retrieval 1is 1indispensable to
secure the reliabllity of the data set.

A Ltypical study for this Kind of
valldation has been conducted for
NOAA/AVIIRR long time by NOAA/NESDIS
(Ref.1) and MCSST(Multi Channel SST)

Prescnted

algorithm 1{s now wused widely for SST
retrieval by AVHRR data according to the
result of the wvalidation. For oceanic
areas around Japan, several studles for
the validation using NOAA/AVHRR (Ref.2 and
3) have been conducted. By considering the
importance and the universality of this
kind of validation for the SST data set,
an integrated data set by M0OS-1 data
combined with sea truth of SST was
developed for the purpose to achieve the
same kind of validation for SST retrieval
from MOS-1 data.

Another type of data set using VTIR was
developed in order to achieve the reglonal
monitoring of the change of SST conditions

around Japan Islands. This data set was
created by superimposing of multi-date
VTIR data during about one week. The

superimposition of multi-date data was
effective for the elimination of cloud
cover and for the observation of SST
conditions {n whole oceanic areas around
Japan. The result of the validation
described above was used by applying the
optlmal split-window equation to this
reglonal VTIR data set, which pgave the
evidence to obtalin preclise SST
distributions in cloud-free areas from
this regional data set.

for the 17th ISPRS Congress UN/ISPRS Workshop on Remote Sensing Data

Analysis Methods and Applications, Washington,D.C..U.S.A. 6-7 Augusl 1992,
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2. MOS-1 MULTI-SENSOR TA created in the manner that they were
FOR VALIDATION DA SET overlaid onto a part of VTIR data because
of their narrow coverage. NOAA/AVHRR data
5 d in the same
2.1 Co uration of th ‘a § set ~was also create
nflg n e Da:ta Set configuration as VTIR in order to be used
. for the comparison of the accuracy of SST
The major sensor of MOS-1i for SST . ) . .
observac{on Is VTIR(Visible and Thermal estimation by AVHRR with that by VTIR.
i;égag?dsegzgizmﬁagg). uﬁ:i;i;@e Sigﬁi?i; According to the continuous observation of
Radiometer and MéSSR Multispectral SST by the ocean data buoys, the preclse
- ; | . ‘ ) comparisons are cxpected to be achieved
Eizgtrggxcboiiéf Siigniggrzadé§$etgg) sg;: between the satellite data and the sea
possibilities to improve the accuracy of truth  of SST by the buoys. Although the
SST estimation by combining of these oceanlc areas for the compar}son are
sensors with VTIR Therefore an limited to the areas where the buoys are
integrated data set for the validation was fixed, the sufficient variation ?F tge
developed by the combination of these conditions for SST Qbservation can ' e
multi-sensors and also combined with sea obtained by accumulating many satellite
truth data of SST by several ocean data data taken in different dates. The data
buoys located around Japan Islands. set was accumulated durlng three years
Accordlng to a preliminary evaluation of (from 1988 to 1990), anq’total more  than
Lhis data set. the possibillty of one hundred cloud-free VTIR scenes ycre
improvement of the accuracy by the obtained, while about one third of VTIR
combination of VTIR with MSR was expected scenes were Obta‘"e? {?ri WgR scepe?
Lo be obtalned as well as the limit of the b?cause M%R coverage was limited to near
accuracy of SST estimation and the optimal nadir of VTIR coverage.

equation for SST estimation by VTIR.

i The summary of the characteristics of the
The general configuration of the data set sensors used for the data set ls shown in

is shown In Fig.1. The data set was Table.l1 and the data processing flow for
developed by creating sub-images in which generation of the data set is shown in
Lhe image centers always correspond to the Fig.3.

locatlons of the four ocean data buoys
filxed at the different oceanlc areas
around Japan (Flg.2). The MESSR data,

which can be used for the study of ' the Ei/ﬂﬂj (én"iﬁg;fif 4(Y;q
dlscrimination of cloud cover by VTIR. was ! » \ ’;ni- // ‘ '
‘ \ﬂ \ b o
= 0
[\ -~ ‘ g \) { u..;sn.‘un"oox
! - ) (231K231) {/,J«/ UJZ} st !
i T RYTIR(231 ‘ ; ; <00 |
i ~ B ]
, usi— [ ‘ o /ég /ng/ ‘ !
/ P4ESSRRESAMPLED)  (21x21)| /= avig ' i{ﬁ\/ c | |
: JHESSR(RESAM ) ) N } !
I‘ 1 (ZCIXZOI) i) Meer He. 22001 .9 Buer 4. 21004 l
i o w - 307~
—1- : / f‘? 1 :‘13'( A::‘gg‘: |
: o 133 m - 1220 J :
MESSR SRt ! Dod |
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! \‘ i ‘ \ k
/
— ] 130" 140" 150°E
Fig. 1 General aspect of sulli-sensor data set Fig. 2 Location of the four ocean data buoys
for validation of SST retrieval 5y Japan Metearological Agency.

Table. 1  Wavelength characteristics and ground resolutions of the sensors used
for the data set creation.

Sensors | MOS-1/VTIR | MOS- 1/MSR MOS-1/MESSR | NOAA-11/AVHRR
Bands [ Wavelength ¥avelength Wavelength ! Wavelength
Band-1 0.5 - 0.7Tum :23.8+0.2 GHz(10msec™) 0.51 - 0.59um | 0.58 - 0.68um
Band-2 6.0 - 7.0um |23.8=0.2 GHz(dTmsec™) 0.61 - 0.69unm 0.725- L. 10ua
Band-3 105 - 1L.5um | 31.4%0. 25GHz(10msec™) | 0.7 -0.80unm 3.55 - 3.93um
Band-4 1S - 12.5uw 31420 25GHz(47msec™) | 0.80 - 1.10unm 10.30 - 11.30um
Band-5 - Sat. Zenith A ~° i 11.80 - 12.80um
Band-6 Sat. Zenith A. "7
Ground Band-1 0. %Kn Band-1 & 2 32Kkm Band-1~4 50m Band-1~5 1. 1Km
Resolutions | Band-2~4 2. 7Km Band-3 & ¢ 23Kn

% Integration Time.
#¢ Satellite zenith angle data are added after the data set creation
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MOS-1/MSR Data
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W

g Caleulation of Buoy Location
tin Image Coordinate Using
_Tick Mark Information

Calculation of Buoy Location
in Image Coordinate Using
Tick Mark Information

[anut of Whole MESSR Scene

%Checklng of Location Lrror
! Using Ground Control Poiat

i
|
L

. Image Resampling Using Tick !
{ Mark Information and Over- 3

laying onto YTIR Image

= -
| Sub-image Generation with -
: Correction of Location Error |

Generation of Sub-image

o
|

Caiculatiopn of Look-angle

]
|

L

T
|
|
)
1

I Checking of Resistration

\
: 2

{Error between MESSR and VTIR .

{Sun Elevation and Azimuth
T

[
: i Generation of Auxiliary Dala'

!

Data Selection by Image
i Screening

Y¥TIR Data Set

T
!
i
|
|
|

L MSR Dala Set

T »Modlflcat\on of Auxiiiary |
SN
i Data |

MESSR Data Sel
}

|Dala Saving to Magnellc Tape

<:::i:::> MOS-1 Data Set

Fig. 3 Data proccesing flow for generation of MOS-1 multi sensor data set for validation
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Preliminary Valldattion by the
Set

Data

The general form of the equations for SST
estimation by satelllte data is
representea by the linear combination of

multiple thermal-infrared channels. A

typical example of this kind of -equation

ls MCSST for AVHRR (for day time)

represented as follows;

SST = alTll +» a2(T11-T12) +
a3(T11-Ti2)(secs ~1) + a4 (2.1)

where al.a2,ad and a4 are coefflcients,
T11l and T12 are brightness temperature for
t1-pm and 12-pm channels of AVHRR
respectively, and 6 is the satelllte
zenlth angle.

The coefficients In Eq.{(2.1) can be
derived directly by the regressive
analysis using the brightness temperature
of the satellite data and the sea truth of
SST when the satellite passes. A
sufficient data set for covering the wide
variatlon of SST observation conditions
(date, season,temperature-range, etc.) s
necessary {n order to get the universal
equation to be applied widely.

The regressive analysis using the
following equation was applied to MOS-
1/VTIR data set, which 1s basfcally the

same as Eq.(2.1) except that the 6&-um
channel of VTIR was added as one of the
variables;

SST = alT3 + a2(T3-T4) +
a3(T3-T4)(secg -1) + ad4T2 + a5 (2.2)

where T3, T4 and T2 are the brightness
temperature(' C) of VTIR channel-3(11-pm).
channel-4(12-pm) and channei-2(6-yum)
respectlively.

The same regressive analysis using the
combined data set of VTIR wlth MSR was
also tested with the following equations;

SST = alT3 + a2(T3-T4) +
adMTi +« a4 (2.3)

where MTi(i=1,4) means the brightness
temperature of MSR channel-1 to channel -4

The resuit of the regessive analysis with
q.(2.2) ls shown in Table.2. This result

suggests that there 1is no slgnificant
contribution of the satelllite zenith angle
and 6-pm channel for the accuracy of SST
estimation., while the difference of the
brightness tempetarure between 11-ym and
12-pym  brings the primary improvement for
SST estimation( see also Fig.4). Also,
the equation obtained by the regression is
considered to be the optimal equation for
SST retreival wusing VTIR because the
equations obtained by the conventional
studies give relatively lower accuracy for
the same data set (see the lower part of
Table.2).

/O.I
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Table. 2 Results of regressive analysis for MOS-1/YTIR data set.
| :
Equations for SST Estimation | Error('C) | Coefticients**
$D*? BIAS* a, a2 a; as as
‘a.RegreSS|on by T3 only 1826 3¢ 12682 — — -—  -1.8770
i b. Regression by T1&(75-Ta) 1.088 3.0 1.3802 2.1882 — —  -1.713%6
" c.Regression by Ta&(Ta-Ta)&secs "2 ' 1.084 2.0 1.0652 2.0483 0.3282 — -1.69%1
id,RegreSSIDn by T:&(T3-Ta)&T2 1,091 0.0 0692 2. 1362 - 0209 -2.3304
1 e Equation by Takeuchi&Kanou*’ 1,383 -0.37 10 1.39§ — - 0.363
! f Equation by TakayamakMaeda®’ Po12s 0 -0.003 0 1.3 2818 - - -1657
| & Bauation by MatsusotokTsuchiya®’ ' 1 218 <012 L5 4dl — -9y

Toral number of ata useg 1s 101

32.00

C)

2400
—

16,09 10.80 2¢ 00

ESTIMATED SST

12.00

00

12.0¢ 1500 10.0e 1400 2808

SEA TRUTH &

2.0
]

Table. 2
(Regression using Ta only.

Case-a in

SD*=1.626)

Fig. 4

Examples of scattering diagram betveen sea

#2 Actual variable form is (Ts-Ta)(secs -1}
SD and BIAS means srtanoard deviation and bias of error respectively
a,~ as correspond the same coefficients in Eq. (2.2

respectively.
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in
SD*=1.088)

truth and estimated SST.

# SD means standard deviation of error

Table.3 shows the result of the regression
using Eq.{(2.3) and this result suggests
that the combination of MSR with VTIR can
bring some lmprovement of accuracy (about
0.3 "C) compared with that by VTIR only.
There ls some difficulty to apply the
comblnation of MSR with VTIR for practical
use of MOS-1 data, because the MSR
coverage 1is llmited to only 300 Km width
by one satellfite pass. However, the
result of Table.3 is very Important to
suggest the effectiveness of multi-sensor
utilizatlion and also the future

development of the sensor system for SST
observation.

Actualy
be

the result of the regression may
much affected by the difference of the

data set. Therefore, the VTIR data set was
divided into two sets, phase-l1 and phase-
2, accordlng to the order of data set
accumulation, and the cross evaluation for
the accuracy using this pair data set was
tested. The result is shown in Table.4
and this result suggests that there (s no
significant difference among the
accuracles by the different combinations

of the equation and data set. Therefore
the equation obtained from the phase-1 or
phase-2 data set is also acceptable for

practical use although the equation by the
total data set(phase-1l+phase-2) is
preferable to be used. Thls result also
seems to indlcate the reasonbleness of the
data set for the purpose of the
valldation.

/o
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Table. 3 Results of regressive analysis for YTIR/MSR combined data set

T
Equations for SST Estimation EError('C) : Coefficients *?
f sp*e : a, az as ay
; 1
a. Regression by T3&(T3-Ta) only | 1.132 L1180 1 9645 — -3.0030
b. Regression by T34(T3-T«) & MT, . 0. 917 C. 9587 1.0498 0.0925 10. 8499
c. Regression by T&(T3-Ta) & ¥T2  0.915 0 3597 1.0748 0.0913 10.6728
d. Regression by T3&(T3-T.) & MT3 0 297 1.0092 1.2254 0.1814 22,2708
e. Regression by Ti&(Ty-Ta) & MTa | 0 901 1.0094 1.2343 0.1817 22.2197
1 Total number of data used is 30
#2 SD means standard deviation of error,
#3 a,~ a4 correspond the same coefficients in Eq. (2.3) respectively.
Table. 4 Results of cross evaiuation using tvo different YTIR data sets.
(The equation used for the evaiuation is the same as that for case-b in Table. 2.
Equations Applied for SST "Data Set Applied for Error("C) Coefficients*?
Estimation i Evaluation(Number of Data)] SD*' BlAS*! a, 12 as
|
a.Equation by Phase-l Data Set } Phase-2 Data Set (59) 1.069 0.072 1.0630 2 0185 -1.4067
b Equation by Phase-2 Data Set | Phase-1 Data Set (42) .11l 0.033 1.0336 23410 ~-1.4640
c.Equation by Phase-1 Data Set | “hase-i+Phase-2 (101) 1.096 0.073 1.0630 2.0185 -1.4067
d.Equation by Phase-2 Dala Set | Phase-!+Phase-2 (101) - 1,093 0.015 1.0336 2.3410 ~1.4640
e Equation by Phase-1+Phase-2 | Phase-1+Phase-? (1o1) 1.088 0.0 1.0602 2.1882 ~1.7136

#1 SD and BIAS means standard deviation and bias of error respectively.
¥2 a,~as correspond the same coefficients in Eq. (2.2) respectively

3. REGIONAL SST DATA SET BY VTIR DATA
J.1 Method for Data Set Creation

The primary merit for SST observation by a The cloud
satellite (s of course to achleve the
monitoring of SST conditions |In wide
areas, global or regional basis. As MOS-1

discrimination 1s also an
important process to discriminate the
cloud-cover from the cloud-free areas
because precise SST values are given only

does not equip on-board data storage In the <cloud-free areas. However, the
unfortunately, only a reglonal product for conventional cloud discrimination
SST is possible to be achleved. technique applied to NOAA/AVHRR data can
be hardly applied to VTIR data due to the
The most significant interference for the lack of near-infrared channel and also due
reglional data set creatlon is the to thelr high level sensor nolse. In
existence of cloud cover. As far as the addition. the  cloud discrimination
thermal infrared region 1s used for sometimes results mis-discrimination of
observation, the only solution for this cloud-free areas where a large spatial SST
problem {s to superimpose multi-date data difference exists by a front that may
Lo eliminate the cloud cover. The Inform the existence of an important and
superimposition of multi-date data also Interesting oceanic phenomenon. Therefore
may bring a demerit to make SST patterns only simple technique in which the cloud
fuzzy, especlally 1in the oceanic areas is discriminated using the threshold 1in
where the SST patterns are being changed visible and thermal-infrared channels was
rapidly. Therefore, the duratlon for data applled to the regional VTIR data set. So,
superimposition should be limited to at actually a human Interpretation using the
most several days, which seems to give the spatial pattern of SST should be used for
reasonable SST patterns and also a practical cloud discrimination.
acceptable cloud coverage rate for
monitoring of the regional SST condittions. The total data processing flow for
The elimination of cloud cover can be createing the regional SST data set by
actually achleved by selecting the hlghest VTIR is shown in Fig. 5.

Lemperature pixel among the pixel data at
the same locatfon from the multl-date
data. /
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___ MOS-1/VTIR
Multi-Date Data
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i

Averaging of Row Data by 3x3 Window

and Elimination of Abnormal Data

Image Overlay ontc a Map
(Mercator Projection) |

I T

|

Cloud Elimination by Superimposition
of Multi-Date VTIR Data

Masking of Land Area and
i Overlay of Lat./Long Grid !

1

SST Computation Using Split-¥indow

Equation | { Color Coding of SST Value 3
" R .
) T
SST Distri- }
VTIR Reginal Data Set —— bution Photo. <\\*‘(/
Digital SST Data Set
Fig. 5 Data processing flov for VTIR regional SST data set.
3.2 Result of Regional Data Set 4 .DISCUSSION
Integration
The foregoing procedure seems to be a
The primary alm for integration of the typical procedure for integrating SST data
regional SST data set around Japan Island sets using a certaln new satellite sensor.
is to monitor the yearly change of However, many problems are sti{ll remained
Kuroshio Current, one of a big scale of to be solved for the practical utilization
warm current in the world. The change of of the SST data set.
the Kuroshio brings out a significant
influence on marine environment along the 4.1 Approach for Vallidation
coast of the Pacific Ocean and on fishing
industries. The cycle of the change has An alternative approach may be considered
been two or three years and at the to achieve the validation of the accuracy
beginning of the data set Integration for SST retrleval, for example, the usage
(Spring 1in 1990), the Kuroshlo meandered of the SST observation data by ships as
at the coastal reglon of the Pacific the sea truth. Actually this approach has
Ocean, that s one of the typical flow some difficulties for achieving the exact
pattern of the Kuroshlo. The starting time synchronization of the sea truth with a
of the data set was June in 1989. when the satellite pass, because it requires a wide
Kuroshio flew straight. Thus the range and a lot of simultaneous
monltoring of the changing patterns of the observations by ships. The preliminary
variation cycle of the Kuroshifo Current test using the same approach resulted
can  be  expected by the  continuous relatively lower accuracy compared with
integration of the regional data  set the result of Table.2 for VTIR, which was
durlng about three years (1989 - 1992). considered to be due to the mis-
synchronization of the sea truth.
Each data set was created monthly by
superimposing multi-date VTIR data during The demerit of the approach of this
about one week. Both of MOS-1 and MOS-1b project 1is that it requires quite long
satellite were used as VTIR data source to time to achieve the Integration of the
compensate relatively narrow VTIR covcrage sufficient data set to be used for the
(about 1,500 Km width) compared with that validation. In the case of MOS-1/VTIR
of AVHRR. For SST computation from the about three years accumulation was
superimposed VTIR data, the equation by necessary because of the relatively low
the phase-1 validation data set described success rate (probably less than 30 %) for
in Table.4 was actually used because the obtaining cloud-free VTIR scenes at the
regional  data set creation has been exact locations of the ocean data buoys.
carried out parallel with the Integration One of the solution for this problem may
of the validation data set. The use of be the parallel valldations using the
multi-date data was very effective to different coverages of the different
eliminate the slgnificant amount of cloud ground stations, which may be expected to
cover and to monitor the whole flow of the tncrease the success rate for cloud-free

Kuroshio (see Plate.l).

satellite data.
VAP
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4.2 Cloud pDiscrimination

The problem of cloud cover 1is

to the most essential for the
use of the SST data set. CIspeclally the
dliscrimination of cloud cover and cloud-
free Is still the difficult process to be
achieved. The preliminary test using the
MESSR and VTIR data set described in 2.1
was conducted for evaluation of the

considered
practical

performance of VTIR channels - for cloud
discriminatlion, however, no effective
parameters were found except the visible

channel of VTIR (see Table.S5). This result
suggests the difficulty for the practical
application because the visible channel
tends to be much affected by the
atmospheric cond!ition and also sun
elevation (i.e. sun-gllitter).

Also the c¢loud discrimination
another problem that too tight
for cloud-free results the loss of the
important and interestling SST patterns
because the spatially steep changes of SST
patterns are sometimes identified as cloud
by a conventional cloud discrimination
technlque. Therefore, at present, a
practical approach is ‘not' to apply the
tight method of cloud dlscrimination to
the data set to keep the necessary
information of SST patterns and to leave
the exact cloud discrimination to a human
interpretation.

brings
conditlion

4.3 Monltoring of Ocean Current by SST

The primay aim of the reginal data set
described above was the monitoring of the
Kuroshio Current. This approach has some
limitations for monitoring of an ocean
current because SST can only represent the

ocean phenomena at the sea surface.
Especially [In the summer season the sea
surface forms a hlgh temperature stable

layer due to hlgh air temperature, and the
flow pattern by a ocean current can hardly
be observed by SST. Acutually, the
effective period for monitoring of the
flow of the Kuroshio Current 1is restricted

Table. 5

Correlations betveen VTIR channel

from the end of October to the beginning
of June.

Another restriction for monltoring i{s the
weather condition 1in the winter season
(especially in January and February)
around Japan Islands, by which the mayor
ocean areas of the Kuroshio Current is
generally covered by cloud.

These restrictions are inevitable as far
as the thermal-infrared information 1Is
used for observation. One solutlon may be
the use of the synthetic aperture radar
(SAR) image for monitoring. A preliminary
study wusing EERS-1/SAR and NOAA/AVHRR
images Indicates a possibility for
monitoring of the flow of the Kuroshio by
SAR image.

4.4 Combination of Multi-Sensors

Some of the problems for the creatlon of
SST data set can be resolved by the
combination of multi-sensors. An example
was shown {n 2.2, which enabled to Improve
the accuracy limitation of SST retrieval
by VTIR using the combination of MSR with
VTIR. The wutilization of SAR Images
described in 4.3 also can be one of the
effective utilization of multi-sensors.

As to the combination of VTIR with AVHRR,
it is rather difficult to find the
general mer{t because almost of the sensor
characteristics ( wavelength, coverage,
and frequency of observation etc.) of VTIR
can be replaced by AVHRR. However, this
combination can be applied to monitor the
ocean phenomena changing very raplidly
using the time difference of the satellite
pass between MOS-1 and NOAA. An typlcal
example i{s shown in Plate.2, {n which the
movement in the growth of a large scale of
eddy can be monitored by the AVHRR and
VTIR time sequential images.

parameters and the cloud coverage

rate by the MESSR image sumerimposed onto the VT!R image obtained
{rom the regressive analysis using MESSR and VTIR combined data set.

C ¥YTIR channel parameters »>
Ay A2, A3, Ay

Average values of Band-1,2.3 and 4 with 3x3 windov

S1v 82, Sa. S4: Stanc 1 deviations of Band-1.2.3. and 4 with 3x3 windovw
VTIR channe!l parameters

Correlation Ay A2 A a S S 2 S S 4

by single

regression 0.676 0.184 0.288 0.478 0.6856 0.03¢ 0.339 0.206

Correlation A+Aa+A Si+S3+S A+S ), A3+S ) Aa3tAy SatS,

by multiple

regression 0.718 0.662 0.709 0.432 0.501 0.374

VA
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S. CONCLUSION

As one of the ISY activitles in Japan, the
SST data sets were integrated with M0S-1
data for the purpose of the vallidation of
SST retrieval and the monitoring of the
regional SST around Japan Islands. These
data sets are expected to contribute rto
promote the studies on the retrieval of
physical parameters on earth environment
from MOS-1 data as well as the practical
utilization of M0OS-1 data.

Since many problems are remained to be
solved for truly practical usage of the
data set. further studies should be
continued on cloud discrimination and
multl-sensor combination, especially the

combination of mlcrowave and radar images.
Therefore, the integration of the similar
kind of data set described in this report
wlll become more i{mportant and should bve

extended in the future.
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ABSTRACT

Satellite imagery makes possible the assessment of defcrestation in large areas such as the
Brazilian Amazon on an yearly basis. Integration of remotely sensed data with different
types of spatial data is crucial for the assessment of the different impacts of deforestation.
GIS techniques provide a flexible framework for the integration of this data. Some of the
problems related to the creation of this kind of GIS are presented.

BACKGROUND

The extent and the rate of deforestation in the tropics has become an interesting subject
because of the growing concern about the impact of forest clearing on biodiversity and
emission of green-house gases. Several estimates of deforestation were produced for
Brazilian Legal Amazonia, most of them based on satellite imagery, a unique source of
data due to the difficulties of access and the dimensions of the region.

The availability of Landsat Multispectral Scanner (MSS) and Thematic Mapper (TM)
imagery at the National Institute for Space Research (INPE) made it possible to perform
comprehensive surveys of deforestation in the Amazon. In 1980, results of the first wall-to-
wall assessment of deforestation based on MSS data were published by INPE and former
Brazilian Institute for Forest Development (IBDF) (Tardin et al. 1980). Starting in 1988,
INPE has been developing a series of studies using Landsat TM imagery, which allowed to
estimate Legal Amazonia rate of deforestation over the last decade (INPE, 1592; Watson et
al, 1992).

The use of MSS and TM imagery for the assessment of deforestation has allowed to
measure both the extent and the rate of deforestation for comparatively short time
intervals, in some cases, on an yearly basis. Particularly, TM 30-meter resolution and the
geometric quality of its images has proved to be appropriate for that purpose. Also,
Landsat imagery has been daily recorded at INPE since 1973 what gives complete yearly
coverages of the whole area. It could be noted that data from other orbital sensors has been
used in some studies. However, available data are either insufficient to produce yearly
coverages of the entire region, as in the case of the Satellite Pour |'Observation de la Terre
(SPOT), or do not have an adequate resolution for the measurement of relatively smail

areas deforested each year, like 1.1-km NOAA Advanced Very High Resolution
Radiometer (AVHRR).
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Starting in 1990, INPE refined its methodology and decided to create a geographic
information system - the Amazonia Information System (Alves et al, 1992) - to keep the
results of its surveys in a georeferenced data base. The adoption of GIS techniques
simplifies the integration of derorestation maps with other kinds of maps and spatial data
helping in the assessment of the different impacts of detorestation.

3i5 STRUCTURE

The Amazonia system groups maps of deforestation, vegetation types, administrative
boundaries and other data (Alves et al, 1992). The maps of deforestation were produced by
INPE while some other data were acquired in digital form from other agencies or just
digitized from existing maps.

The production of the maps of deforestation basically invoives the analysis of TM imagery
and is described in this document. It comprises the foilowing steps:

1. Image seiection

Legal Amazonia is covered by 229 Landsat TM scenes. For each year ot study,
the entire image dataset is analyzed for selection of the best images (basically,
images with no or minimal cioud cover

2. Image analysis

Visual interpretation of each image is performed. The extent of deforestation is
mapped for the first year of the series and increments of the total deforested area
are drawn for all other years. All work is done with 1:250.000 scale products.

Automatic classification for the wdentification of the areas of interest is not used
for 2 major reasons: because computer power to process the entire amount of
imagery is not available and also because the margin of error of the available
classifiers is usually greater than the average annual increase of the deforested
area.

3. GIS data acquisiiion

Image overiays produced by the interpretanon process are geo-referenced with the
help of control points and digitized into the SGI system {de Souza et al, 1990),
which is the basis for Amazonia.

INTEGRATING REMOTE SENMSING DATA INTO A GIS

The main reason to build the Amazonia system is that it provides a group of techniques to
combine data extracted from satellite imagery (mostly deforested areas) with different
types of maps and find relationships among data, ¢.g deforestation occurring for each type
of vegetation or each administrative unit.

The integration of data from different sources requires ihe use of adequate techniques to
make data in different projections, scales and even classification systems compatible or
comparable. This can usually be done by Amazonia/SGI programs and functions for
projection transformation and data reciassification.

Projection transformaticn and data reclassificauon are standard procedures for geographic
information systems that in some sense oniy change the form of the data for further
analysis or map production.
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Combining two or more data from different sources is a more complex task and one of the
most serious challenges is the overlay of maps with features that have different forms in
different maps (e.g. rivers) and features that do not have well defined boundaries (e.g. the
separation of two different vegetations types).

Several problems could be noted, among which we'll refer to the following:

1. Combining imagery with "topographic" maps:

Administrative boundaries, roads, drainage and some other information are extracted from
existing “topographic" 1:250,000 scale maps. However, combining data from these kind of
map with features extracted from satellite imagery (e.g. deforested areas) has been the
origin of several problems:

a. Some map features, such as rivers, may change over time, particularly if
available maps are relatively old. Consequently the same features appear
differently in the images and the maps.

b. There is no complete coverage of topographic 1:250,000 scale maps for
Brazilian Amazonia. Several areas are covered by maps with poor geometric
quality that difficults georeferencing.

2. Combining imagery with "thematic" maps

Class boundaries in many thematic maps are just "reference lines" and not precise limits as
is often the case of the transition between two different vegetation classes. This fact
difficults the assessment of the relationship between data from the imagery and the classes
from thematic maps.

In addition, in the case of Amazonia, most thematic maps are produced at a more reduced
than 1:250,000 scale, such as RADAM project data at the 1:1,000,000 scale, requiring the
conversion of projection and scale for data integration and an analysis of the error induced
by the use of different scales.
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